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ABSTRACT

We utilize a hybrid approach that integrates the traditional cross-correlation function (CCF) and

machine learning to detect spectroscopic multi-systems, specifically focusing on double-line spectro-

scopic binary (SB2). Based on the ninth data release (DR9) of the Large Sky Area Multi-Object Fiber

Spectroscopic Telescope (LAMOST), which includes a medium-resolution survey (MRS) containing

29,920,588 spectra, we identify 27,164 double-line and 3124 triple-line spectra, corresponding to 7096

SB2 candidates and 1903 triple-line spectroscopic binary (SB3) candidates, respectively, representing

about 1% of the selection dataset from LAMOST-MRS DR9. Notably, 70.1% of the SB2 candidates

and 89.6% of the SB3 candidates are newly identified. Compared to using only the traditional CCF

technique, our method significantly improves the efficiency of detecting SB2, saves time on visual

inspections by a factor of four.

Keywords: Catalogs – Spectroscopic binary stars – Radial velocity – Machine learning

1. INTRODUCTION

Multiple star systems, also called multi-systems, in-

cluding binary star systems, are common and impor-

tant celestial bodies in astronomical studies. Approxi-

mately half of the stars in the Milky Way reside in mul-

tiple star systems (Duchêne & Kraus 2013; Raghavan

et al. 2010). Studying multiple star systems provides

insights into the processes of stellar formation and evolu-

tion, wherein the details of material exchange and inter-

actions clearly govern the evolutionary paths and final

outcomes (Sana et al. 2011; Han et al. 2020). Addition-

ally, binary star systems serve as the only known direct

method to determine accurate stellar masses (South-

worth 2020). As for high-energy astrophysics and fron-

tier research fields, such as the multi-band and time-

domain astronomy studies, a more complete and uni-
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form sample set of multi-systems would help to constrain

theoretical models.

Due to the Doppler shift resulting from the differ-

ing radial velocities (RVs) of each component in a bi-

nary star system, we can measure the splitting of spec-

tral lines. Furthermore, if the binary stars have sim-

ilar spectral types but significant differences in their

RVs, they are more likely to be observed as double-

lined spectroscopic binaries. Spectroscopic methods are

used to search for such spectroscopic binaries (SBs), and

the systems discovered are called double-line, triple-line,

quadruple-line spectroscopic binaries and so on (SBns;

n > 1) depending on the split number of spectral lines.

There are also single-line spectroscopic binaries (SB1s)

in which only the spectrum of one star can be clearly

observed, often distinguished by variations in RV.

First published in 2004, the Ninth Catalog of Spectro-

scopic Binary Orbits (SB9) is one of the most popular

and influential catalogs of SBs, including over 4000 SBs,

about one-third of them are SB2s (Pourbaix et al. 2004,

and the latest online version of the SB9 catalogue). Re-
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cent large spectroscopic sky surveys make it possible to

systematically find SBs in large quantities. Many works

searching for SBs have utilized the survey data from

the Apache Point Observatory Galaxy Evolution Exper-

iment (APOGEE, Allende Prieto et al. 2008), which is

part of the Sloan Digital Sky Survey (SDSS) (York et al.

2000), including Fernandez et al. (2017), El-Badry et al.

(2018) and Price-Whelan et al. (2018, 2020). Moreover,

a pipeline has been developed to autonomously find

SB2s from the APOGEE data, and over 7000 SB2s have

been identified from DR16 (Kounkel et al. 2021). From

the Gaia-ESO survey (Gilmore et al. 2022; Randich et al.

2022), 641 SB1s, 342 SB2s, and 11 SB3s have been iden-

tified (Merle et al. 2017, 2020). Additionally, a recent

study employing a new technique reports the identifica-

tion of 322 SB2s, 10 SB3s, and 2 SB4s from a sample

of 37,565 objects (Van der Swaelmen et al. 2023). Sev-

eral studies on SBs have also been conducted based on

the Radial Velocity Experiment (RAVE, Steinmetz et al.

2006), such as Matijevič et al. (2010) and Birko et al.

(2019). The Galactic Archaeology with HERMES sur-

vey (GALAH, De Silva et al. 2015) has also contributed

to this area, as demonstrated by Traven et al. (2020).

The Large Sky Area Multi-Object Fiber Spectroscopic

Telescope (LAMOST, Cui et al. 2012), also known as the

Guo Shou Jing Telescope, is a special reflecting Schmidt

telescope that enables a large spectroscopic sky survey

with as many as 4000 optical fibers. It provides an ideal

data source for SBs mining. The first stage of the LAM-

OST spectroscopic survey was from October 2011 to

July 2017. In 2019, more than 250,000 spectroscopic

binary or variable star candidates were discovered using

this data (Qian et al. 2019). Tian et al. (2020) utilized

data from LAMOST Data Release 4 (DR4) to construct

a catalog that includes approximately 60,000 binary star

system candidates. The LAMOST Medium-Resolution

Spectroscopic Survey (LAMOST-MRS), which began in

September 2018 (Liu et al. 2020), has a resolving power

of R ∼ 7500. Li et al. (2021) identified 3133 SB2 and 132

SB3 candidates using LAMOST-MRS DR7 data. Zhang

et al. (2022) used LAMOST-MRS DR8 data to discover

2198 SB2 candidates, and Kovalev et al. (2022) detected

2460 SB2 candidates.

In this paper, we use an innovative human and ar-

tificial intelligence (human-AI) hybrid method to mea-

sure RVs from LAMOST-MRS data and search for SB

candidates. We use the data from the ninth data re-

lease (DR9) of LAMOST-MRS 1. As shown in Figure 1,

the LAMOST-MRS data includes a sufficient number

1 https://www.lamost.org/dr9/v1.0

of high signal-to-noise ratio (S/N) spectra. Each expo-

sure of LAMOST-MRS spectrum includes a blue arm

(4950 ∼ 5350 Å) and a red arm (6300 ∼ 6800 Å). We

use the blue arm of each spectrum to calculate the cross-

correlation function (CCF) and RVs because it contains

more absorption lines. Based on the number of RVs, the

spectra can be identified and classified as SBs or not,

but the precision is relatively low. Therefore, visual in-

spection is needed, which is inefficient. We use machine

learning (ML) methods to develop automatic classifiers

that can replace human inspection, greatly improving

the efficiency of searching for SBs using LAMOST-MRS

data.

In Section 2, we focus on the data selection. Section 3

describes the steps and details of our method, including

conventional CCF technique and the construction of ML

classifiers. In Section 4, we present the results of the

data processing and all SB2, SB3 candidates identified.

The discussion and conclusion are presented in Sections

5 and 6, respectively.

2. DATA SELECTION

The LAMOST-MRS DR9, released in March 2022,

contains 29,920,588 spectra. The dataset includes all ob-

servational data newly processed by the latest pipeline,

called LAMOST Stellar Parameter Pipeline (LASP; Luo

et al. 2015). LAMOST-MRS DR9 includes both time-

domain and non-time-domain surveys. In the time-

domain survey, each target is observed multiple times

over several nights, capturing both single-exposure spec-

tra and coadded spectra (combined within one night).

We focus exclusively on single-exposure data, indicated

by a “0” in the coadd field of the catalog. Addition-

ally, each exposure in LAMOST-MRS yields two spec-

tra: one from the blue arm and another one from the red

arm. We select the blue arm spectra from the MRS data

due to their abundance of absorption lines, indicated by

a band field value of “B” in the corresponding catalog

files. Figure 1 displays the distribution of S/N versus

Gaia G magnitude for LAMOST-MRS DR9 within the

magnitude range of 10 to 15. Selecting spectra based on

S/N is crucial for the search results. We choose spectra

with S/N greater than 5 to fully exploit the potential

of our method and maximize the discovery of SB2s and

SB3s. Furthermore, we need to exclude fibers with is-

sues caused by device malfunctions and problematic blue

arm spectra. These issues are indicated in the catalog

by the parameters fibermask and band b with “0” indi-

cating no issues and “1” indicating problems. Following

these criteria, as shown in Table 1, we have obtained

a final sample of 6,565,721 spectra from 930,783 stars.
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For more information, please refer to the Data Release

document of LAMOST-MRS DR92.

Table 1. The criteria we used for screening LAMOST-MRS
DR9 data.

Field Criteria Notes

band B Only blue arm spectrum

coadd 0 No combined spectrum

fibermask 0 Delete spectra from bad fiber

bad b 0 Delete bad blue arm spectra

S/N ≥ 5

3. THE METHOD

Astronomical research has entered the era of big data,

characterized by a rapid increase in data volume, with

observational data nearly doubling every 16 months

(Zhang & Zhao 2015). This massive increase in as-

tronomical data presents challenges for research, poten-

tially causing important discoveries to be missed or de-

layed (Smith & Geach 2023). Meanwhile, AI and ML

methods have shown a certain degree of effectiveness in

source detection and classification (Škoda et al. 2020),

particularly for searching SB spectra in large spectro-

scopic sky survey data (Traven et al. 2020; Li et al. 2021;

Zhang et al. 2022).

Notably, in large spectroscopic sky surveys like

LAMOST-MRS, spectra from binary star systems ac-

count for only a small portion of the total spectra (1.2%

as shown by Li et al. 2021). This imbalance makes it

very challenging to construct a training dataset with

a similar distribution of binary star systems and non-

binary star systems, which can significantly affect the

results of classification (He & Garcia 2009). Therefore,

we use the traditional CCF technique for initial screen-

ing to detect SB2s and SB3s, which helps to increase

the balance of the samples and improve the classifica-

tion performance of the machine learning model. Ad-

ditionally, the CCF technique is needed to measure the

RV values of the SB candidates.

To maximize the advantages of conventional and ML

methods, our study is mainly divided into two steps.

First, we employ the CCF technique to calculate RVs

using the observed and template spectra. This process

results in a categorized list of spectra and the corre-

sponding CCF data for each spectrum. Subsequently,

2 https://www.lamost.org/dr9/v1.0/doc/mr-data-production-
description

multiple ML classifiers and an ensemble learning strat-

egy are applied to the CCF data from the first step to

identify SB2 and SB3 systems.

3.1. Cross-Correlation Function

The CCF technique is a conventional approach for de-

tecting RV components and calculating RV values from

spectra.

3.1.1. CCF calculation

We calculated the CCF based on the observed and

template spectra with the classic normalized CCF calcu-

lation shown in Equation 1 (Gubner 2006; Zverko et al.

2007),

CCF (v) =

n∑
i=1

(
Oi −O

σO
)(
Ti,v − T

σT
) (1)

here, O stands for observation, while T stands for tem-

plate. Oi is the normalized flux of the spectrum at the

wavelength-sampling point i, O and σO are the mean

flux and scatter of flux values, respectively. Ti,v repre-

sents the normalized flux of the template spectrum at

the wavelength sampling point i under a Doppler shift

corresponding to the velocity v. σT represents the stan-

dard deviation calculated from the total flux values of

the template spectrum, and T is the arithmetic mean

of the flux values of the template spectrum. The nor-

malized CCF ranges from −1 to +1, with a fully corre-

lated CCF at +1 and a fully anti-correlated CCF at −1.

The normalized CCF allows for better detection of RV

components and facilitates subsequent machine learn-

ing model training. Additionally, the CCF is calculated

within the range of RV from -500 to +500 km/s with a

step of 1 km/s.

We generate three spectral template using the stel-

lar spectral synthesis program SPECTRUM (Gray &

Corbally 1994) and ATLAS stellar atmospheric mod-

els (Castelli & Kurucz 2003) under the assumptions

of 1D local thermodynamic equilibrium (LTE). These

template spectra include three stellar parameters: hot

dwarfs (Teff = 8000K, log g = 4.0 dex, [Fe/H] = 0.0 dex),

cool dwarfs (Teff = 5000K, log g = 4.0 dex, [Fe/H] =

0.0 dex) and cool giants (Teff = 5000K, log g = 2.0 dex,

[Fe/H] = 0.0 dex). The wavelength range and resolution

of the template spectra match those of the LAMOST-

MRS. After calculating the CCFs, the highest of the

three CCFs is chosen for the next step in the multi-line

spectral detection process.

3.1.2. Detection of RV components

We adopted the method proposed by Merle et al.

(2017) to identify peaks in the CCF, corresponding
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Figure 1. The left panel displays the spectra from the blue arm of the LAMOST-MRS DR9 data, while the right panel
presents the spectra from the red arm. In each panel, the parts labeled as a, b, and c represent the distribution of S/N versus
G magnitude, the distribution of G magnitude, and the distribution of S/N, respectively.

to RV components in the spectra of SB. This semi-

automatic process computes the first three derivatives of

the CCF for a given spectrum and locates the peak po-

sitions, including blended peaks. The RV values of these

components can be measured by the positions where the

third derivative of CCF crosses zero during the ascend-

ing phase.

To address the inherent discreteness of the CCF,

we smooth its derivatives by convolving them with a

Gaussian kernel. Following the method of Merle et al.

(2017), we perform a Gaussian smooth and range se-

lection for the CCF and its derivatives. We derive the

successive derivatives of CCF, and use Python function

scipy.ndimage.gaussian filter1d (Virtanen et al. 2020) to

smooth the derivatives of the CCFs. The σ of the Gaus-

sian kernels is initially set as 13 km/s. This is based

on our experience calculating CCFs using LAMOST-

MRS spectra. A smaller initial value of sigma may lead

to more false detections of CCF peaks, while a larger

initial value may miss real peaks. We increase the σ

by 1 km/s until the number of detected RV components

matches the number of valleys in the second derivative

or σ reaches 100 km/s. As shown in the left panel of Fig-

ure 2, an SB candidate is identified using this method

with a final σ of 27 km/s. In the right panel, signifi-

cant peak blending is demonstrated in the CCF, where

the first derivative is insufficient to clearly distinguish

the peaks. This shows the importance of calculating

higher-order derivatives, as the peaks can be accurately

identified using the third derivative.

We select the RV ranges with CCF values higher

than 60% and the second derivative lower than 40% for

RV component detection. The parameters of Gaussian

smooth and range selection are based on the experience

gained during the detection process for the LAMOST-

MRS data. While we acknowledge that lowering these

thresholds could potentially increase the detection rate,

we prioritized the precision of detected targets over max-

imizing the number of candidates. This approach is

guided by the findings of Merle et al. (2017), they pre-

sented that a too low threshold can lead to the detec-

tion of unrealistic velocity ranges. As shown in Fig-

ure 2, selected range of smoothed CCFs and derivatives

are drawn with black solid lines and the original CCFs

are illustrated in gray dashed lines. The thresholds are

drawn in red horizontal lines and the RVs are indicated

in black vertical lines. Additionally, the Figure 3 show

the success of this method in identifying known SB2

candidates, and its applicability for searching SB3 can-

didates.

We adopt the Monte Carlo (MC) simulation to esti-

mate the RV uncertainties for each spectrum of double-

and triple-line candidates. In this process, we gener-

ate 100 simulated spectra by adding random noise to

the flux at each wavelength point of observed spectrum.

The noise values are randomly generated from a Gaus-

sian distribution, where the mean and variance are de-

fined by the flux and its error in the observed spectrum,

respectively (Li et al. 2021). This approach allows us

to conduct 100 simulations for each spectrum, thereby
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Figure 2. The normalized spectra, CCFs, and derivatives of two SB2 candidates. In the left panel, the final σ of the system is
27 km/s. In the right panel, the CCF exhibits significant peak blending; the first derivative cannot distinguish the peaks well,
but they can be identified using the third derivative. Black solid lines are used to draw the selected range of smoothed CCFs
and derivatives, while gray dashed lines illustrate the original CCFs. Red horizontal lines indicate the thresholds (above 60%
for CCF values and below 40% for the second derivative of the CCF), and black vertical lines mark the RVs.

obtaining the errors and evaluating the reliability and

stability of the RV values. The distribution of the un-

certainties of RV against S/N is shown in Figure 4.

In the traditional approach, the next step is to man-

ually inspect all targets identified as SB candidates by

the CCF calculations for verification. However, using

our method and data screening criteria, the number of

SB2s identified through the CCF technique could exceed

one hundred thousand, making direct visual identifica-

tion impractical. To enhance efficiency, we introduced

the ML method to reclassify the results and expedite

the identification process.

3.2. Machine learning optimization

We use the CCF data corresponding to each spectrum

obtained from the first step for ML classification. ML

algorithms tend to perform better in identifying data

with clear and distinctive features. Compared to spec-

tral data, the CCFs are considerably smoother and pos-

sess more conspicuous features. We utilized deep neural

networks (DNNs), a type of multi-layer supervised learn-

ing model. DNNs can map input CCFs to output types

by leveraging the interconnectedness and weights among

multiple layers of neurons to learn complex nonlinear

features. Previous research suggests that increasing the

number and diversity of classifiers and adopting mul-

tiple methods can enhance classification efficiency and

accuracy (Dietterich 2000; Brown et al. 2005; Musehane

et al. 2008), Therefore, we construct multiple classifiers

and adopt an ensemble learning strategy to improve the

performance of ML.
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Figure 3. The normalized spectra, CCFs and derivatives of SB2 (V1287 Tau) and SB3 candidates (HD 238454) selected from
LAMOST-MRS. The Black solid lines, gray dashed lines, red horizontal lines, and black vertical lines are used as in Figure 2.

3.2.1. Data preparation

We use different classification methods based on the

characteristics of the data to build four different Classi-

fiers. The final judgment is based on the comprehensive

classification results of these Classifiers. The training

dataset is composed of four distinct categories, labeled

as L0, L1, L2, and L3. L0 represents CCF data with

no significant peaks, while L1, L2, and L3 correspond to

CCFs of single, double, and triple-line spectra of SBs,

respectively. The L0 category indicates either no de-

tectable signal or very weak signals that do not stand

out against the noise. It helps the model identify noise

data, improving classification performance and reduc-

ing false positives. However, the verified number of SB2s

and SB3s from LAMOST-MRS observational data is not

sufficient for L2 or L3 categories, especially for L3. To

address these issues, we use a synthetic spectral library

to generate spectra of simulated SBs, and calculate the

CCF of these spectra as the training samples.

By applying the ATLAS stellar atmospheric models

with the new opacity distribution functions (Castelli &

Kurucz 2003), we calculate the spectra with absolute

flux. The wavelength range matches the LAMOST-MRS

spectra, spanning 4900 ∼ 5400 Å with a step of 0.1 Å.

The grids are in the parameter space with Teff between

3500K and 8000K (step 100K for 3500 ∼ 7500K, while

250K for 7500 ∼ 8000K), log g from 0.0 dex to 5.0 dex

(step 0.25 dex) and [Fe/H] from −4.0 to 0.5 dex (step

0.2 dex for −4.0 ∼ −1.0 dex, while 0.1 dex for −0.1 ∼
0.5 dex ).

We first generate the spectra of single stars by ran-

domly selecting stellar parameters from the LAMOST-

LRS DR9 stellar parameter catalog and interpolate the

spectral library in the stellar parameter space to gener-

ate the spectra (Xiang et al. 2015). Then, we select two
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Figure 4. The distribution of RV error versus S/N is illustrated, with the left plot corresponding to the error of RV1 and RV2

of SB2 classification and the right plot corresponding to the RV1, RV2 and RV1 in SB3 classification. The color gradient shows
the number density of RV error.

and three spectra to generate the simulated double- and

triple-line spectra, respectively.

To generate spectra for SB2 system, we set the RV

difference between the two components of the binary is

randomly set between 60 and 250 km/s. For SB3, the

relation of the RV of the three components is RV1 <

RV2 < RV3. The RV differences between RV1 and RV2,

as well as betweenRV2 andRV3, are randomly set within

the range of 60 to 250 km/s. The lower limit is set due

to the resolution of the LAMOST-MRS, which make it

difficult to detect stars with RV differences smaller than

60 km/s as shown in Figure 5. Previous studies have

shown that the RV difference between the two compo-

nents in SBs is rarely greater than 250 km/s (Li et al.

2021). Therefore, this upper limit is empirically selected

to improve computational efficiency.

The limitation of the CCF technique also needs to be

considered, as it determines the range of spectral flux

ratios between the two stars in the binary system that

the method can resolve. “Successful detection” is de-

fined as using the CCF technique to effectively separate

two or three peaks, which represent the simulated com-

ponents of the SB2 or SB3 systems, respectively. Figure

6 shows the relationship between successful detection

and the spectral flux ratios between the two stars in

the system. We generate this figure by simulating SB2s,

with each component having the same log g = 4.5 dex,

[Fe/H] = 0.0 dex and RV differences are 200km/s. The

Teff ranges from 3500K to 7500K, with a step of 100K.

Most spectra with a flux ratio between 1/3 and 3 can be

detected, and for a higher probability of successful de-

tection, the flux ratio between stars in a binary system

should fall within this range. We observe that the flux

ratio limit drops below 3 around 5000K, which can be

explained by the strong and broad MgH molecular lines

in K5-type stars, which cause the spectral flux to change

more rapidly with Teff around 4500K. The increased flux

ratio causes greater signal blending, making it more dif-

ficult to distinguish the individual spectral features of

the stars.

The L0 dataset is selected from CCFs with a maxi-

mum CCF value lower than three times the noise level,

defined as the standard deviation of the CCF values, to

dynamically account for the S/N and spectral quality of

different spectra, thereby ensuring a more precise selec-

tion. The L1 dataset is formed with single-line spectra.

The CCF technique is used on SBs spectra to detect

double-line and triple-line features. Only spectra with

successful detection are selected to form the L2 and L3

training datasets. Finally, the training dataset includes

1500 samples from the L0 dataset, along with 1500 sam-

ples each from the L1, L2, and L3 datasets, for a total

of 6000 samples.

3.2.2. Training and evaluation

For training DNNs, labeled data are used to adjust the

weights and biases of the neural network to minimize the

discrepancy between predicted outputs and true labels,

thereby improving the prediction accuracy. We adopt

Keras with TensorFlow (Abadi et al. 2016) to achieve

DNN training.

The neural network architecture includes three fully

connected layers implemented on the training set. The

first layer consists of 600 neurons and uses Rectified

Linear Unit (ReLU, Nair & Hinton 2010) as the acti-

vation function. This is followed by a second layer of

300 neurons, also using ReLU. The final layer comprises

n neurons, where n corresponds to the number of output

classes, and employs the normalization exponential func-

tion softmax as the activation function. When dealing

with n-class classification problems, the output results

of the softmax function, which are the probability values

of each class, are obtained by Equation 2,
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Figure 5. Detection rates of twin stars with different atmospheric parameters, S/Ns and RVs. The minimum S/N used is 5,
with a step size of 5.
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Figure 6. The relationship between successful detection and
the spectral flux ratios of the two stars in the binary system.
The green blocks indicate successful detection of double-line
spectra, while the contour lines depict the spectral flux ratio
between the components of the binary stars.

softmax(xi) =
exi∑n
j=1 e

xj
, i = 1, 2, · · · , n (2)

here, x is an n-dimensional vector composed logits out-

put by the model for different categories, where n cor-

responds to the number of output classes, taking val-

ues of 2, 3, or 4 depending on the classification model

used by each classifier. After applying softmax function,

these logits are converted into normalized probabilities

(scores), where each value is between 0 and 1, and the

total sums to 1, representing the model’s confidence in

each category.

The model training adopts the Adaptive Moment

Estimation (Adam, Kingma & Ba 2014) as optimizer

and uses the Sparse Categorical Cross Entropy function

shown in Equation 3 as the loss function,

LOSS = − 1

N

N∑
i=1

log(Pyj
) (3)

where N is the number of samples in the batch. yi is the

true class label (an integer index), Pyi
is the predicted

score for the true class yi from the softmax function out-

put of the model. A test set is used during the training

process to evaluate the performance of the model.

Based on different classification methods of training

data, we constructed four classifiers, named C1 to C4.

All four types of data samples (labeled L1 to L3) are

directly used to train C1, so the output of this classi-

fier consists of four categories. C2 is a two-step classi-

fier. Initially, it combines samples labeled as L2 and L3

into one category called “LN”, which, along with L0 and

L1 samples, undergoes three-class classification training.

Then, it uses L2 and L3 data for binary classification.

When using the C2 classifier, the data are first divided

into three categories, then those classified as LN are re-

classified into either L2 or L3. Thus, the final output

of C2 is also four categories. C3 uses only L0, L1, and

L2 data for three-class classification training, yielding

three classification results. Finally, C4 uses only L0,
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Table 2. The classification results of all calculated CCFs. The last column represents the number of
spectra classified as SB2 or SB3 by all machine learning classifiers. For SB2, normalized probabilities
(scores) must be greater than 95%. For SB3, the selection criterion is set at 99%.

RV calculation classification Classifier L0 L1 L2 L3 Selected results

SB2 (118,274)

C1 52,661 181 37,913 27,519

27,233 (P > 95%)C2 44,219 1157 38,290 34,608

C3 57,436 208 60,630 -

SB3 (49,847)

C1 22,445 6 549 20,519

11,904 (P > 99%)C2 20,758 2 676 22,083

C4 23,365 44 - 20,110

L1, and L3 data for three-class classification training.

To maintain data balance across different training cat-

egories, each category has 1500 samples. We can use

classifiers C1, C2, and C3 to identify SB2 samples from

the CCFs obtained with the traditional method, corre-

sponding to CCFs with double peaks. Similarly, we can

use C1, C2, and C4 to identify SB3 samples, correspond-

ing to CCFs with three peaks.

We conduct a 10-fold cross-validation process for each

classifier, meaning the entire dataset is evenly divided

into 10 subsets. In each iteration, one subset is selected

as the test dataset, while the remaining nine are com-

bined to form the training dataset. This ensures that

each subset serves as the test set once, providing a com-

prehensive evaluation of our model’s performance. This

approach evaluates the flexibility and reliability of our

model by testing it with different data sets.

After each training iteration, we calculate the values

of accuracy, precision, recall, and F1 score for the overall

ML method, as well as the precision, recall, and F1 score

for L2 and L3 with test dataset for evaluation. We use

the sklearn.metrics package (Pedregosa et al. 2011) to

calculate these metrics for each classifier. A detailed

description and explanation of the evaluation metrics

are provided in AppendixA. The evaluation results are

very promising, as all values are greater than 99%. This

indicates that our classifiers perform very well on the

simulated data.

3.3. Classification criteria

The final output layer of our DNN models uses the

softmax function, which outputs normalized probabil-

ities for each category, with values ranging between 0

and 1. For instance, classifier C1 provides the normal-

ized probabilities that the input CCF data belongs to

categories L0, L1, L2, or L3. Typically, the data is

assigned to the category with the highest probability.

However, to avoid misclassification and improve classi-

fication precision, we focus only on data where the nor-

malized probability of L2 or L3 is significantly higher

than that of the other categories. We empirically set this

threshold at 95% for L2 selection and 99% for L3 selec-

tion. Additionally, we use the majority voting method

from ensemble learning approaches (Dietterich 2000) to

integrate the outputs of all four classifiers to obtain the

final result.

Therefore, to classify a spectrum as SB2, its CCF must

be categorized as L2 in classifiers C1, C2, and C3, with

normalized probabilities exceeding 95% in each. For

SB3, we set the threshold at 99% for L3 classification

in C1, C2, and C4, with reasons discussed in Section

5. Ultimately, as recorded in Table 2, a total of 27,233

CCFs labeled as L2 and 11,904 CCFs labeled as L3 were

selected.

4. RESULT

Based on the set of 6,565,721 blue arm spectra selected

from the LAMOST-MRS DR9 database, we search for

SBs. We obtain the RV component number using the

conventional CCF technique, leading to the selection of

118,274 double-line and 43,519 triple-line spectra. The

CCF data are also calculated to enable subsequent clas-

sification with ML classifiers.

After the ML approach, we identify 27,233 SB2 spec-

tra and 11,904 SB3 spectra. The results are then ex-

amined visually to verify the precision of this method,

resulting in 27,164 double-line spectra and 3124 triple-

line spectra being selected. The screening criterion is

that the double-line or triple-line signal in the peak area

must be significantly stronger than that in the wing part.

CCF data that are rejected typically exhibit broader

peaks with greater uncertainties. In the case of double

lines, clearly asymmetric CCF peaks are also removed,

as they may not be caused by binary stars. As shown

in Figure 7, the left is a double-line case while the right

a triple-line case, both identified by CCF technique and

ensemble learning but rejected through visual inspec-

tion.
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Figure 7. Two examples of cases rejected by visual inspection, including the CCF and its derivatives. The left shows a
double-line case identified by the CCF technique and ensemble learning but rejected based on the visual inspection criterion,
while the right shows a similar triple-line case.

Given that a target may be observed multiple times

with multiple spectra, it is possible for it to exhibit dif-

ferent CCF patterns and consequently be classified into

different categories. After careful checking, we find 76

candidates have spectra from different observations clas-

sified into both double-line and triple-line. These candi-

dates are ultimately classified as an SB3 candidate and

removed from the SB2 category.

After detection and classification using the CCF and

ML methods, we identify 7096 SB2 and 1903 SB3 can-

didates, accounting for 0.8% and 0.2% of our selec-

tion dataset of LAMOST-MRS DR9 , respectively, us-

ing the criteria shown in Table 1. We present the re-

sults, including RV values and uncertainties of each

spectrum, in Table 3. The table includes plan name

(planID), spectrograph ID (spID), fiber ID of the target

(fiberID), local modified Julian Minute at the start of

exposure (LMJM), median S/N of all pixels (S/N) from

the LAMOST-MRS data release. The Local Modified

Julian Minute (LMJM) is obtained by multiplying the

Local Modified Julian Day (LMJD) of the observation

start time by 1440. The LMJD refers to the Modified Ju-

lian Day at Xinglong Observatory, which operates in the

+8 time zone. Gaia source ID (Gaia source id) and G

magnitude (G) are cross-matched from Gaia DR3 (Gaia

Collaboration et al. 2023) using coordinates with a ra-

dius of 3.3”. The radius is determined from the the

diameters of the fiber of LAMOST (Cui et al. 2012).

The RVs in the table are ordered by increasing values.
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4.1. SB2 and SB3 Candidates

We cross-match our SB2 and SB3 candidates with

other binary catalogs including the Kepler Eclipsing Bi-

nary Stars (KEBC, Kirk et al. 2016), the TESS Eclips-

ing Binary stars (TESS-EBs, Prša et al. 2022), SB in

the APOGEE DR16 and DR17 Data (Kounkel et al.

2021), Gaia DR3 Non-single stars (Gaia Collaboration

2022), SB candidates from Gaia-ESO Survey (Merle

et al. 2017), FGK binary stars from the GALAH sur-

vey (Traven et al. 2020), the SB9 catalog(Pourbaix et al.

2004), Wide binaries from Gaia eDR3 (El-Badry 2021)

and the Washington Visual Double Star Catalog (WDS,

Mason et al. 2001). As the diameter of the LAMOST

fiber is about 3.3”, we cross-match catalogs and obtain

the common targets by coordinates within a 3.3” radius.

A total of 690 common SB2 and 151 common SB3 can-

didates have been obtained.

We also cross match the candidates obtained by Li

et al. (2021) using LAMOST-MRS DR7 data and find

1637 SB2 and 58 SB3 candidates identified in both

works. Taking into account of all the cross match re-

sults, 2121 SB2 and 197 candidates identified in this

work have been included in other catalogs or studies to

our knowledge (Table 4). Therefore, 4975 SB2 and 1706

SB3 candidates are newly found. The proportion of new

discoveries in all identified SB2 and SB3 candidates is

70.1% and 89.6%, respectively.

4.2. Statistical analysis

We perform a statistical analysis on all the 7096 SB2

and 1903 SB3 candidates identified. For each candidate,

we determine the number of spectra (blue arm) in the

LAMOST-MRS DR9 database that can yield RV values

using our methods. The distribution of SBs as a func-

tion of the number of exposures is illustrated in Figure 8.

Among these candidates, 108 SB2 and 7 SB3 candidates

have single exposures, with the highest number of expo-

sure times being 121 for SB2 and 116 for SB3. There

are 3650 SB2 and 1312 SB3 candidates have exposures

over 6 and the orbital parameters for this sample of SB2

candidates could be obtained.

In Figure 9, the distribution of RV differences for each

spectrum of the SB2 candidates are illustrated, and the

RV differences ∆RV are basically larger than 60 km/s,

which is related to the resolving power of LAMOST-

MRS. Also, due to the resolution limitations, detecting

all SBs with ∆RV < 80 km/s is challenging. The dis-

tribution of ∆RV > 80 km/s follows an exponential

pattern. Figure 10 shows the distribution of S/N versus

G magnitude of SB2 and SB3, and its distribution has

the same trend as Figure 1.
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Figure 8. Number of detected SB candidates versus number
of exposures (Blue arm). The number of candidates is in a
logarithmic scale.
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Figure 9. Distribution of RV differences (∆RV ) of all ob-
served SB2 candidates in LAMOST-MRS DR9. The vertical
dashed black line indicates the detection limit of ∆RV for
SB2 in LAMOST-MRS spectra, which is about 60 km/s. The
red line represents the exponential fitting curve. We applied
an exponential function to fit the distribution of ∆RV > 80
km/s.

5. DISCUSSION

Combining the traditional CCF technique with the

ML methods, our human-AI hybrid process significantly

improved the precision and efficiency of searching and

classification SB candidates from the LAMOST-MRS

spectra. In the conventional CCF technique step, we

identify 118,274 spectra as double-line candidates. This

number significantly exceeds the results from Li et al.

(2021) and manual examination of the result at this scale

is impractical. After ML process, the number of spec-

tral classified as double-line candidates have been re-

duced from 118,274 to 27,233, and 27,164 are confirmed

visually. Assuming the spectra confirmed by human val-

idation as ground truth, the ML method improves the
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Table 4. The list of common SB2 and SB3 candidates with other binary catalogs.

RA(J2000) DEC(J2000) Gaia Source ID G(mag) Multiplicity NExp Comment

0.291179 58.695535 422768646150973696 12.2 SB2 3 LC 2021

0.347601 41.114090 2882225867991453056 12.2 SB2 1 Gaia WB,LC 2021

0.387174 63.517781 431593395196335488 12.8 SB2 1 LC 2021

0.407170 37.245455 2880290044627019264 12.4 SB3 2 WDS

0.459621 61.623334 429522400634115840 10.9 SB2 1 Gaia WB

0.527144 55.925130 420890615868217600 10.8 SB2 1 WDS

0.673242 54.984642 420460466311205888 12.2 SB2 2 LC 2021

0.863206 29.936055 2861247637104271360 11.7 SB2 1 Gaia WB

1.354247 58.314799 422698316070242816 11.3 SB2 2 LC 2021

1.417710 56.414781 420974865952459904 11.6 SB2 3 Gaia WB,LC 2021

1.513075 -0.538712 2545718964216072320 13.7 SB2 3 LC 2021

1.650851 57.137139 422510368300513792 9.6 SB2 3 LC 2021

2.144856 58.668384 422906772301985408 12.5 SB3 1 Gaia NSS

2.184212 37.497105 2877637747703176704 11.4 SB2 1 WDS

2.275254 61.646542 429848096591774208 12.4 SB2 1 LC 2021

2.482804 -0.206435 2545836543240450816 13.4 SB2 1 LC 2021

2.742505 54.741034 420218882982724224 13.9 SB2 4 WDS

2.796898 57.199411 422425740266770048 11.3 SB2 3 LC 2021

2.870514 56.897016 422327918091786752 11.8 SB2 3 LC 2021

2.882273 57.712906 422469097952109568 13.5 SB2 5 LC 2021

2.905883 59.259216 423035316384989824 13.3 SB2 5 LC 2021

2.942407 58.377895 422884717652219776 12.9 SB2 3 Gaia WB,WDS

3.332230 2.609186 2548317385070710656 13.9 SB2 3 LC 2021

3.397440 2.621560 2548316904034412416 14.2 SB2 1 LC 2021

3.495918 -1.915404 2541576382359366784 13.8 SB2 3 LC 2021

3.648931 53.828180 420110443650955904 11.1 SB2 4 WDS

3.931877 58.901100 422964977698391168 10.1 SB2 6 LC 2021

3.943690 57.117233 422389284583657472 14.0 SB2 1 LC 2021

4.059039 58.118580 422821942408901376 10.8 SB2 1 Gaia WB

4.070429 59.209457 428978108012689792 11.1 SB3 1 Gaia NSS

4.275290 39.547891 379956794398809472 11.9 SB2 3 Gaia WB

4.651834 2.108786 2548075939189064320 13.9 SB2 3 LC 2021

5.081090 58.854170 428204189266719616 13.6 SB2 6 LC 2021

5.198236 60.060925 428383890690176512 10.0 SB2 4 WDS

5.316476 60.702454 428799368656549120 13.3 SB2 2 LC 2021

5.519838 57.614777 421996449694222720 13.6 SB2 1 Gaia WB

5.868530 24.272019 2801215161221470720 13.9 SB3 1 Gaia NSS

6.140866 59.600082 428307612078727936 13.4 SB2 4 LC 2021

6.256972 23.492209 2800927638930707712 12.2 SB2 3 Gaia WB

6.355069 59.116074 428267308105062528 11.1 SB2 6 Gaia NSS,LC 2021,WDS

6.508332 32.691329 2862935284373463168 13.7 SB2 3 Gaia WB

· · · · · · · · · · · · · · · · · · · · ·

Note—The list of common SB2 and SB3 candidates with other binary catalogs. The columns are: RA (J2000); DEC (J2000); Gaia source ID from
Gaia DR3; G(mag) is the G magnitude from Gaia; Multiplicity, which is the result of the classification; NExp is the number of exposures of this
candidate in LAMOST-MRS, Comment listing the catalogs in which this candidate is included. In the table, abbreviations represent various star
catalogs: KEBC (Kepler Eclipsing Binary Stars), TESS (TESS Eclipsing Binary Stars), APOGEE (SB in APOGEE DR16 and DR17 Data), Gaia
NSS (Gaia DR3 Non-single stars), Gaia-ESO (SB candidates from Gaia-ESO Survey), GALAH (FGK binary stars from GALAH survey), SB9
(SB9 catalog), Gaia WB (Wide binaries from Gaia eDR3), WDS (Washington Visual Double Star Catalog), and LC 2021 (Li et al. 2021). The
full version of this table with 2318 rows.

precision from 23.0% to 99.7%. As for triple-line spec-

tra, after ML process, the number has been reduced from

43,519 to 11,904, and 3124 spectra are identified visu-

ally. The ML method improves the precision from 7.2%

to 26.3%.

From our work, the identified 7096 SB2 and 1903

SB3 candidates account for 1.0% of the LAMOST-MRS

DR9 data we selected for SB searching. This fraction

is slightly lower than the fraction reported by Li et al.

(2021) using LAMOST-MRS DR7 data. This is mainly

because we set the spectral screening criteria of S/N to

greater than 5 and processed a significantly larger num-

ber of spectra initially.

The reliability and interpretability of ML methods ap-

plied in astronomical research remains a subject of de-

bate. This skepticism is largely due to the perceived
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Figure 10. Left panel: The S/N versus G magnitude distribution of 27,164 manually confirmed double-line spectra in LAMOST-
MRS DR9. Right panel: The S/N versus G magnitude distribution of 3124 manually confirmed triple-line spectra in LAMOST-
MRS DR9.

“black box” nature of these methods (Smith & Geach

2023). Nonetheless, human-AI collaboration, which in-

tegrates ML approaches with traditional methods based

on rigorous mathematical rules, has the potential to en-

hance the practicality and accuracy of ML methods.

This topic is gaining increasing attention (Djorgovski

et al. 2022).

We can evaluate the precision of the ensemble learn-

ing method and each DNN classifier using classification

result in Table 2 and the spectra identified visually. The

precision of L2 is 99.7% for ensemble learning and are

71.6%, 70.1% and 44.8% for classifier C1, C2 and C3,

respectively. The precision of L3 is 19.4% for ensemble

learning result and 11.3%, 10.5% and 11.5%. As shown

in the Figure 11, the two CCFs are respectively identi-

fied as double-line and triple-line by the CCF technique,

but they are filtered out by the ensemble learning classi-
fier. The ML classifiers likely filtered out the CCFs with

the peak signals that are not significantly greater than

the noise. This indicates that the model is effectively

prioritizing precision and successfully eliminating data

that could otherwise introduce false positives.

For our SBs search efforts, we focus more on the pre-

cision of ML in identifying L2 and L3 classes. For L2,

we can see that our ensemble learning method achieves

very high overall precision, nearly matching the results

obtained during model training with theoretical spec-

tra. This is because our ML approach is specifically de-

signed to prioritize precision, aiming to reduce the need

for manual inspection and enhance overall efficiency. We

apply high selection thresholds across multiple classifiers

and use their intersection for final selection. As a result,

the precision in detecting SB2 candidates approaches

100%. However, true SB2 candidates may still be in-

cluded in the spectra that are filtered out, highlighting

the need for further improvement in accuracy.

For the L3 category, both precision and accuracy are

still require further improvements. This may be due

to the fact that our training data does not fully reflect

the distribution of real L3 samples, as well as the ran-

dom selection of RV differences, which does not fully

account for the hierarchical relationship of three compo-

nents in SB3 system. Moreover, the impact of training

samples on classification results cannot be ignored. In

our study, we performed multiple training sessions us-

ing training sets formed from different data types: pure

observational data, a combination of observational and

theoretical data, pure theoretical data, and theoretical

data with physical constraints. When applying these

trained models to the spectra to be classified, some spec-

tra, especially those of SB3, could only be identified by

a single model but were missed by others. The influence

of different training data on the results is particularly

significant for SB3 spectra.

6. CONCLUSION AND PROSPECTS

We employ a hybrid human-AI approach, consisting

of three steps: traditional CCF analysis, ML methods,

and human-eye inspection, to detect SB2 and SB3 can-

didates using the blue-arm spectra from the LAMOST-

MRS DR9 data with S/N higher than 5. Initially, num-

ber of components and RV values are obtained through

CCF calculations producing a preliminary classification.

Subsequently, ML methods are introduced to further

screen the data and improve the precision of classifica-

tion. We employ the DNN to build four classifiers and

adopt ensemble learning approach. With the human in-

spection processes, we finally identify a total of 27,164
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Figure 11. Two CCF data identified as double-line (left) and triple-line (right) by the CCF technique, but filtered out by the
ensemble learning classifier.

double-line spectra and 3124 triple-line spectra from the

LAMOST-MRS DR9 data, corresponding to 7096 SB2

and 1903 SB3 candidates, respectively. Notably, 70.1%

of the SB2 candidates and 89.6% of the SB3 candidates

are newly identified.

By combining conventional CCF and ML methods,

the precision and efficiency of identifying multi-system

candidates are significantly improved. Specifically, the

precision for SB2 candidates has improved from 23.0%

to 99.7%. This indicates that the combined method

can effectively automate the search for binary stars in

LAMOST-MRS data, saving a significant amount of

time on visual inspection. However, the results for SB3

candidates are not satisfactory. Our future plans involve

further optimizing the process to enhance classification

efficiency and precision, particularly for SB3 candidates.

To improve classification performance, we plan to add

penalty parameters and apply multi-channel training
while increasing the number of samples. Additionally,

we are examining the spectra misclassified by the CCF

technique (as shown in Figure 11) and those misclassified

by the ensemble learning method but rejected through

visual inspection (as shown in Figure 7), attempting to

identify their patterns.
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APPENDIX

A. MODEL PERFORMANCE EVALUATION

We employed a standard method for model evaluation, utilizing performance metrics accuracy, precision, recall,

and F1 score, as delineated in Equations A1 through A4. Where, true positive (TP) represents the positive sample

been successfully identified as positive, true negative (TN) is the negative sample correctly identified as negative, false

positive (FP) is the negative sample mistakenly classified as positive, and false negative (FN) is the positive sample

categorized as negative by the model.

Accuracy =
TP + TN

TP + TN + FP + FN
(A1)

Precision =
TP

TP + FP
(A2)

Recall =
TP

TP + FN
(A3)

F1 score =
2 ∗ (Precision ∗Recall)

(Precision+Recall)
(A4)

Using L2 as an example, when considering L2 as the positive sample, it indicates that our analysis focuses on samples

labeled as L2:

• A true positive (TP) occurs when a sample labeled as L2 is correctly identified as L2 by the model.

• A true negative (TN) happens when a sample not labeled as L2 is correctly recognized as not L2.

• A false positive (FP) is when a sample not labeled as L2 is incorrectly classified as L2.

• A false negative (FN) occurs when a sample labeled as L2 is mistakenly identified as not L2 by the model.

In machine learning (ML), accuracy, precision, recall, and F1 score are key indicators for evaluating the performance

of classification models. Each metric measures the performance of the model from a different perspective. A high

accuracy indicates that the model has a high rate of correct predictions overall or for a specific category. A high

precision means the model rarely misclassifies negative samples as positive. A high recall indicates the model captures

most of the positive samples, with few misses. The F1 score is the harmonic mean of precision and recall, providing a

balance between them. A high F1 score signifies good performance in both aspects, making it especially suitable for

evaluating imbalanced datasets.
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