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Abstract

The increasing complexity of supply chains is putting pressure on businesses to find new ways to optimize efficiency and

cut costs. One area that has seen a lot of recent development is machine learning (ML) and artificial intelligence (AI) to

help manage supply chains. This paper employs machine learning (ML) and artificial intelligence (AI) algorithms to predict

fraud in the supply chain. Supply chain data for this project was retrieved from real-world business transactions. The

findings show that ML and AI classifiers did an excellent job predicting supply chain fraud. In particular, the AI model was

the highest predictor across all performance measures. These results suggest that computational intelligence can be a

powerful tool for detecting and preventing supply chain fraud. ML and AI classifiers can analyze vast amounts of data and

identify patterns that may evade manual detection. The findings presented in this paper can be used to optimize supply

chain management (SCM) and make predictions of fraudulent transactions before they occur. While ML and AI classifiers

are still in the early stages of development, they have the potential to revolutionize SCM. Future research should explore

how these techniques can be refined and applied to other domains.
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Introduction
 

        Supply chain fraud is becoming more common with the digitization of business operations and e-commerce

transactions. Fraud in the supply chain can take many forms, which pose a serious threat to businesses. In some cases, it

can result in the loss of merchandise or the theft of confidential information. In other cases, it can lead to the disruption of

supply chains and the waste of resources. With the network of intermediaries across the globe, organizations are more

vulnerable to supply chain fraud in countries with lax or less stringent rules governing misconduct. The increase in cross-

border transactions presents a higher risk of fraudsters using phony invoices or other false documents to commit fraud. As
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top management shifts its focus to handling urgent operational concerns, prospective fraudsters see this as an opportunity to

infiltrate the supply chain.

        The vastness and complexity of the global supply chain make it challenging to trace the origin of items. The rise of

digitization and e-commerce transactions presents opportunities for fraudsters, who can introduce counterfeit goods or

tamper with products in the supply chain. As a result, companies can lose millions of dollars annually to supply chain fraud.

Many businesses use machine learning (ML) and artificial intelligence (AI) in their supply chains to solve this issue. By

analyzing large data sets, ML intelligence in the form of computational technology can help to identify patterns and provide

early warning signs of fraud in the supply chain. ML and AI algorithms can detect patterns in data that humans would not be

able to identify. In cases where the ML algorithm detects a suspicious transaction, it can be flagged for manual review.

Companies can use ML intelligence to automate fraud detection, making it more efficient and effective.

        In recent years, there has been an increase in ML and artificial neural networks (ANN) to identify and prevent fraud in

the supply chain. These two computational technology approaches are known as “ML" and "deep learning." This paper aims

to use ML and ANN to predict fraud in the supply chain of a manufacturing company. We will train our models on data from

past fraud cases and use these models to identify the key features associated with fraud in the supply chain. Our aim is to

provide a robust technique that manufacturing companies can use to detect and prevent fraud in their supply chains. This

work presents several important advances to the existing body of research about using computational techniques to identify

fraudulent activities to supply chains.

        By identifying irregularities in the supply chain, these technologies can help companies take steps to prevent fraud

before it occurs. In addition, ML and AI can also monitor the supply chain in real time, allowing companies to quickly identify

and respond to potential threats. As the world becomes increasingly digitized, ML and AI will play an important role in

protecting businesses from supply chain fraud. In addition, ML and AI algorithms can be used to automatically flag

suspicious activities, making it easier for investigators to detect fraud. As supply chains become more complex in the digital

space, ML and AI will become essential tools for detecting and preventing fraud. 

        The remaining section of this paper is organized according to the manner described below. Section one reviews the

extant literature on ML technology and fraud detection. Emphasis will be placed on using ML and AI techniques to detect

fraud in the supply chain. Section three describes the research methodology and experimental setting. Section four provides

an analysis of the findings. Section five concludes with a discussion and outlines areas for future research.

 

The Literature on Smart Technology and Supply Chain Fraud
 

        ML intelligence has emerged as a new approach for detecting fraud in supply chains. In big data, supply chain

management (SCM) increasingly employs AI to identify and prevent fraudulent activities[1][2][3]. Significant losses may result

from an interruption in the supply chain, which can have ripple effects across the whole system. By evaluating transactional

data, computational intelligence in the form of ML and AI may uncover trends indicating fraud[4]. For instance, a supplier's

abrupt spike in order volume might be reported as suspicious, or a sudden delay in shipment may suggest that the items

have been redirected to a different location. ML can be used to monitor real-time data and discover transaction irregularities

in the order and shipping process. Overall, ML intelligence is a powerful tool to detect red flags of fraud, and its use in SCM
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will likely grow in the near future[2]. 

        The examination of data is critical in supply chain management (SCM). While ML is important in many areas of SCM,

including but not limited to procurement, inventory management, warehousing, and logistics, there is one area where

computational intelligence has a significant impact: predicting smart supply chain fraud[2]. ML in the form of predictive

analytics is increasingly being used to diminish the risk of fraud in the supply chain[5][6][7]. When it comes to fraud prevention

in the supply chain, research has shown that ML can be used to flag potential irregularities in large data sets[2][5]. While the

research in this area is in its infancy, early commercial application findings have indicated the potential for more widespread

use of computational technology in supply chain fraud management[1][8][9]. Predictive analytics to detect risk in the supply

chain is an emerging area of research that has been successfully used in several fields, including risk prediction. 

        ML can be a powerful tool for identifying risk in supply chains (Melançon et al. 2021). Recent research has used ML

techniques to predict the risk of illegitimate transactions in supply chain data[2][7][10]. Others have used ML techniques to

model disruptive events and detect risk in the supply chain of financial market transactions[11]. Researchers have used ML

intelligence in container shipping to develop risk analysis tools to discover irregular container shipments in the supply

chain[12]. This stream of research is important because it helps protect businesses and consumers from fraudsters

increasingly using sophisticated methods to infiltrate the supply chain. Research has shown that by analyzing data from

various sources, ML algorithms can identify patterns that indicate a potential risk to the company's supply chain[12][13]. For

example, an algorithm might examine historical data to identify suppliers that have frequently been late with deliveries. By

flagging these suppliers as high-risk, businesses can make sure to monitor their performance and take steps to avoid

disruptions closely. Companies can avoid costly interruptions and keep operations running smoothly by identifying risks early

and taking proactive measures to manage them[2].

 

Predictive Analytics and Supply Chain Fraud

 

        Predictive analytics is a powerful tool that is becoming increasingly important in the fight against fraud in the food

supply chain. By analyzing large amounts of data, predictive analytics can help identify patterns and trends and enable

transparency and visibility in the food distribution supply chain[3][14]. As more sophisticated predictive analytics tools become

available, they will likely play a more significant role in food supply chain fraud detection. Predictive analytics can help to

identify anomalies and red flags that may indicate fraud and, by doing so, can help to protect consumers from adulterated or

counterfeit food products[15][16]. Predictive analytics has also been used in other areas to improve food tracing and recalls

and optimize food safety compliance programs[3]. As food SCM moves to blockchain distribution, predictive analytics is likely

to play an even more critical role in protecting the food supply chain from fraud[15][17]. 

        Another area that received particular attention is predictive analytics in healthcare[18][19]. Recent research has used ML

to safeguard payments and identify fraud in medical insurance supply chains[20]. Others[19][21] note that due to the

complexity and volume of data and the sheer number of intermediaries in the health care supply, it is difficult to detect fraud

through manual detection. ML and AI are valuable tools to detect fraudulent transactions in vast health care and insurance

databases[21][22]. [22] state that supervised ML models can be used to identify fraudsters with high accuracy. Furthermore,

ML and AI models can be fine-tuned to focus on specific types of fraud, such as claims or provider fraud[18]. AI systems can

also be used to monitor claims for suspicious activity, such as unusually high claims volumes or out-of-network providers[21].
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In other areas, Abbas and company employ ML intelligence to detect counterfeit drugs in the pharmaceutical supply chain[5].

As health care and insurance data continue to grow in volume and complexity, ML and AI will play an increasingly important

role in detecting fraud and protecting patients and providers from financial losses[18][22]. 

        Despite its application, many potential applications of predictive analytics to detect fraud in SCM have not yet been

explored. For example, predictive analytics can be used to detect fraud from the medium of payment (i.e., electronic or cash)

or through the order status of the buyer (on-site or online). The first avenue, detecting fraud from the medium of payment, is

currently being used by a few companies with success. This method relies on understanding patterns in past payments (i.e.,

historical data) to flag suspicious transactions for further investigation. The second avenue, detecting fraud from the order

status of the buyer, has shown great potential but is not yet being used due to data limitations. This paper will use ML and AI

algorithms to address an area of research lacking in the literature to detect fraud through order status. This methodological

approach uses ML algorithms to make predictions about whether or not an order is likely to be fraudulent based on historical

fraud patterns.

 

Experimental Setting and Research Design
 

        The data was analyzed using the Python programming language. Python is an open-source programming language that

is free to use for ML tasks. Scikit-learn is the name of the ML software package that was used to analyze the data. The

Scikit-learn library is a collection of Python tools that may be used for statistical modelling and ML. Scikit-learn is the go-to

library for classification, regression, or clustering tasks.

 

Dataset

 

        The data for this paper came from a large manufacturing company. The data comes from real-world business

transactions and can be used to identify fraud detection opportunities in the company’s supply chain. There are around

180000 observations taken from supply chain transactions that have been mined over three years. The dataset is housed in

the Mendeley data repository and is licensed under Creative Commons 4.0[2]. The goal is to find patterns in the data to help

the company stop fraud in the supply chain. 

 

Variables and Measurements 

 

        Table 1 displays the independent variables along with their descriptions and measurements. The variables are

transactional indicators collected by the company (supply chain data provider) to monitor and analyze the performance of

various supply chain operations (transactions). Generally, the data comprises production, orders, sales, and distribution

features. The features assess how well a company utilizes resources to manage its supply chain connections. In this project,

these features were used to forecast fraudulent transactions.
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Features Description Measure

Type Type of Payment Categorical

Days for shipping (real)
Actual time taken for shipping of the
product 

Continuous

Days for shipment Estimated shipping time Continuous

Delivery Status Update on delivery status Categorical

Late_delivery_risk Risk indicator of delivery (i.e., late or not) Binary

Category Name Category name of the item being shipped Categorical

Customer City Customer's city name Categorical

Customer Country Customer's country name Categorical

Customer Segment Type of customer Categorical

Customer State Customer's state name Categorical

Department Name Department name of the product being sold Categorical

Market Region where country belongs Categorical

Order City City where product was ordered Categorical

Order Country Country where product was ordered Categorical

Order Item Discount
Rate

Discount rate on product being ordered Continuous

Order Profit Per Order Profit on the order Continuous

Order Region Region from where product being ordered Categorical

Order State Country from where order is being placed Categorical

Product Name Name of the product Categorical

Product Price Price of the product Continuous

Order_Year Year of Order Placed Categorical

Order_Week_day Weekday of Order Placed Categorical

Order_Month Month of Order Placed Categorical

Order_Hour Hour of Order Placed Categorical

Total Price Order Item Quantity*Order Item Total Continuous

Shipping Mode Shipping Mode of the product Categorical

Table 1. Descriptions of Features and their Attributes

 

Dependent variable

 

        The dependent variable is fraud. Fraudulent transactions do not meet the business's expectations or standards. These

transactions may be accidental or intentional, but they all involve some form of fraudulent behaviour. This paper defines

fraud as a binary two-class problem where the classes are coded as fraudulent and non-fraudulent transactions. We have

chosen to label the classes this way to simplify the analysis and give a clear definition of each set. We coded fraud as (0 =

no) when the transaction was not fraudulent and (1 = yes) when the transaction was flagged as suspicious or fraudulent.

The formula to represent financial sanctions is shown in equation 1:
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y =  {1, Fraud, 0Non-Fraud } eq. 1

 

Data Cleaning and Preprocessing

 

        There were many redundant variables in the dataset. The following categorical variables were thrown out because they

were related to customer demographics and would not have helped create the classification models:

 

'Customer Email', 'Product Status', 'Customer Password', 'Customer Street', 'Customer Fname', 'Customer Lname',

'Product Description', 'Product Image', 'Order Zipcode'

 

The following variables were dropped because there are replications of the same features in the dataset and contain the

same values:

 

'Benefit per order', 'Order Customer Id', 'Product Card Id'

 

The following numerical variables were dropped from the dataset because they represent a unique numerical ID

corresponding to any department or product. However, the categorical names were kept, which will come in handy during

model creation after transposing them to numerical features using the Get_Dummies method. These variables include:

 

'Category Id', 'Department Id'

 

The variables 'order date (DateOrders)' and 'shipping date (DateOrders)' were dropped because we had already extracted

the year, month, and day to be used in the model.

 

Addressing the Multicollinearity

 

        Multicollinearity is when two or more independent variables demonstrate a high correlation in the data. It affects the

interpretability of ML models as it compromises the contribution of independent variables to the target outcome. In the case

of a linear regression model, multicollinearity among independent variables leads to inflated variances. Inflated variance, in

turn, affects the stability of the model and makes it difficult to interpret the coefficients. In other words, the model becomes

less reliable. A correlation test is used to identify if multicollinearity existed in the independent variables within the data. 

        As can be seen in Figure 1, a correlation coefficient was calculated for each pair of independent variables. The higher

the correlation coefficient between a pair of independent variables, the stronger their relationship and the more multicollinear

they are. The classification model's quality can be enhanced by eliminating or removing the impacts of multicollinearity

variables in the data. A correlation of .70 was used as the cut-off. To avoid multicollinearity, the variables that showed a high

correlation (over 0.70) were dropped from the dataset. We followed successive variable reduction methods to eliminate

highly correlated variables. Figure 1 shows the relationship between features before addressing multicollinearity issues. Note
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that the features highlighted in dark blue are highly correlated.

 

Figure 1. Before removing Multicollinearity from the data

 

        We used successive variable reduction (SVR) to eliminate highly correlated features from the dataset[23]. SVR is a

technique used to detect multicollinearity in data. It is based on the idea that if two or more variables are highly correlated,

then one of the variables can be removed without losing any information. Once the correlated features are identified, the

variable with the highest correlation with the response variable is removed from the data set. Next, we recalculated the

correlations of all the features and repeated this process until all the highly correlated features were removed from the

dataset. This technique is particularly useful when there are many variables, and one of the objectives is to reduce the

number of features to eliminate the presence of redundancy in the data[16][24]. Using SVR, the following variables have been

eliminated from the dataset: 'Sales per customer,' 'Order Item Product Price,' 'Sales,' 'shipping_year,' 'shipping_month,'

'shipping_week_day,' 'shipping_hour,' 'Order Item Discount,' 'Order Item Profit Ratio,' 'Order Item Total,' 'Order Item

Quantity.' As shown in Figure 2, once SVR was conducted, there were no issues with multicollinearity in the dataset.
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Figure 2. After removing Multicollinearity from the Data

 

Dealing with Class Imbalance Problems

 

        This project involves working with an unbalanced dataset. As seen in equation 2, class imbalance occurs when one

label of the target variable is much higher than the other. The RandomUnderSampler (RUS) with Synthetic Minority Over-

Sampling Technique (SMOTe)

was used to address the class imbalance situation. RUS is a simple and uncomplicated method for balancing data that

involves randomly picking a part of the data for the targeted classes and then undersampling the majority class via a random

sample of the observations. The randomness ensures that every observation has an equal chance of being selected to be

included in the analysis dataset. By randomly selecting a subset of observations, we can ensure that the data represents the

studied population. As seen in equation 2, the fraudulent transactions account for only 2.25% of the data, while transactions

that were not fraudulent accounted for 97.75%. A model's learning from highly unbalanced training data is incorrect because

classification algorithms usually misclassify minority classes as majority classes. Classification imbalance is a problem for

fraud detection because fraudulent activities are misclassified, making it challenging for the algorithms to predict based on

the unseen data[25].
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FraudYes = (Transaction with Fraud indicator 1 / Total Transactions) ∗ 100Fraudyes = (4062/180519) ∗ 100 = 2.25% eq. 2

 

        Figure 3 and Figure 4 represent the data before and after under-sampling was applied. Note from Figure 3 that there

were only 2.25% of fraudulent transactions. As shown in Figure 4, the majority class (non-fraudulent transactions), the

dominant class before the sampling, had the same intensity (equal presence) after the under-resampling. RUS removed the

bias from the data by randomly eliminating some observations from the dominant class to ensure an equal class distribution.

Given this large dataset, SMOTe RUS did not lead to information loss as the final dataset comprises 52,000 observation

points[26].

 

Figure 3. Data before using Under Sampling
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Figure 4. Data after using Under Sampling

 

Descriptive Findings on Fraudulent Observations
 

        To gain more insight into the experimental results, it is important first to understand the instances of fraud throughout

the supply chain. Figure 5 shows the instances of fraud based on transfer types. Fraudulent transactions occur only in the

"Transfer" type of payment. These findings mean that companies must be extra vigilant and screen all transfer transactions

for red flags of fraud.
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Figure 5. Fraudulent Transaction with Payment Type

 

        As can be seen in Figure 6, most fraudulent transactions occur on time. When a transaction is carried out within the

typical period for that kind of purchase, it is considered an instance of on-time fraud. Note also that none of the fraudulent

transactions are ever late (i.e., all fraudulent items are delivered on time). The complexity of on-time fraud suggests that

internal control mechanisms are not effectively spotting red flags of fraud. More critically, on-time fraud transfer might also

imply that the organization's employees are not trained to identify fraud from normal transactions. These findings suggest a

need to automate the fraud prediction system so that suspicious transactions may be identified in real time.

 

Figure 6. Fraudulent Transaction with delivery risk

 

        Figure 7 presents the results of the department most affected by fraud. Most of the fraudulent transactions occur in

three departments, namely, apparel, golf, and fans. Note from Table 2 that the Fan Shop, Apparel, and Golf departments

contributed to more than 82% of illegal transactions. The Fan Shop department had the most fraudulent transactions (37%).

Further research should be done to determine the reasons behind the 82% of fraudulent transactions that take place in

these three departments.
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Figure 7. Fraudulent Transaction with Department name

 

Department Fraud Transactions

Fan Shop 36.51%

Apparel 27.74%

Golf 18.32%

Table 2. Fraud Transactions 

 

Algorithms Considered
 

        For the purpose of detecting fraud in SCM, three different algorithms were considered. The algorithms include logistic

regression, random forest, and an AI-based sequential model. These ML algorithms were chosen because they have a track

record of successfully detecting fraudulent transactions. Additionally, these algorithms have been tried and tested over time

across various domains and datasets.

 

Logistic regression

 

        Logistic regression is a well-known classification algorithm in ML. The essential premise is that a logistic function

assigns a conditional probability to one of two possible output variables. S(t) is a logistic sigmoid function that modifies and

categorizes the linear function b + b'X into two or more discrete categories[4]. Logistic regression is very beneficial for

detecting fraud since it may offer a ranking order of the classified data set based on the likelihood of fraud versus no-fraud

observations[27]. Logistic regression examines each transaction and assigns a probability to it, which is then used to

determine whether the transaction is fraudulent. If the probability exceeds the threshold (0.5 by default), the transaction is

considered a fraud; otherwise, it is considered not fraud[28]. The logistic regression equation is represented by the formula in

equation 3.
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where, 

P is the probability, 

X is the input set, and 

b and b′are the corresponding coefficients calculated using maximum-likelihood estimation while training.

 

P(x)n = (

(e)b+b′X

1 + (e)b+b′X
) eq. 3

 

CatBoost

 

        CatBoost is a machine learning algorithm that can be used for both regression and classification tasks. It is well-suited

for dealing with categorical features and can also handle missing values[29]. Furthermore, it is insensitive to the order of

categorical features, which makes it robust to potential data leakage[30]. The CatBoost algorithm has been designed

specifically to achieve high accuracy on tabular data. In general, CatBoost outperforms other machine learning algorithms on

regression and classification tasks[16][29][30]. CatBoost is also popular in the industry due to its ease of use and ability to

scale to large datasets. In conclusion, CatBoost is a powerful machine learning algorithm that can be used to get state-of-

the-art results on both classification tasks.

 

Random forests Classifier Tuned with GridSearchCV 

 

        A Random forest Classifier (RFC) is a supervised ML technique often used to solve classification and regression

tasks[31]. The RFC is made up of a collection of tree classifiers, each of which is produced using a random vector sampled

separately from the input vector. Each tree in a random forest is created independently of the others, contributing to the

RFC's computational efficiency. The vast number of trees in the ensemble makes the RFC resistant to overfitting and noise

in the data[32]. A decision tree is constructed using an RFC by employing a random selection of characteristics or a

combination of features at each node. The RFC works by constructing a collection of decision trees from a large number of

samples using a method known as sample with replacement. This method considers which trees have received the most

votes for classification problems and which trees have received an average number of votes for regression tasks. The RFC is

represented by the formula in equation 4.

 

Where

hi corresponds to single-decision-tree model trees, 

Y is the target output,

I is the indicator function, and

 arg max returns the value of the outcome variable Y

Qeios, CC-BY 4.0   ·   Article, September 29, 2022

Qeios ID: 1VZC8W   ·   https://doi.org/10.32388/1VZC8W 13/26



 

H(x) = arg max Y (
∑

i = 1nI(hix = Y)) eq. 4

 

        GridSearchCV (gridsearch) was used to optimize the RFC model in this project. Gridsearch is a robust ML technique for

optimizing models by modifying their hyperparameters (Lokanan and Sharma, 2022). The gridsearch algorithm searches

exhaustively through a defined parameter grid, using a cross-validation scoring metric, to discover the best set of parameters

for the model[33]. This technique may significantly increase performance, mainly if the hyperparameter default values are

inappropriate. Gridsearch is very good at finding fraudulent transactions because it looks at all possible parameter

combinations and chooses the best model based on a tested approach[34]. 

 

AI Sequential model

 

        A sequential approach is appropriate for a simple stack of layers with exactly one input and one output tensor[25][35]. It is

constructed with only Relu, Batch Normalization, and Softmax layers. As shown in Figure 8, the tensor of feature-encoding

features is present in the input, output, and weight layers. The model, which consists of an input layer, a hidden layer, and an

output layer, is optimized using gradient descent and the Adamax algorithm[35][36]. One tensor in the input layer accepts a

feature vector and outputs the class of the related layer, in this case, fraud or no-fraud. We utilize the sequential model in

this data set to forecast the type of an observed transaction based on its attributes. The AI sequential classification model

accepts various activation functions: Tanh, Sigmoid, Linear, and ReLu. In this paper, ReLu was used because it is

appropriate for different classification problems for neural network architectures and is useful to avoid vanishing gradient

problems[37][38]. Using a variety of parameters, different activation functions and parameter values were used to test how

well the models worked.

 

Figure 8. AI Sequential Model with Relu Activation Function
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Figure 8. AI Sequential Model with Relu Activation Function

 

Experimental Results
 

        The confusion matrix is used to assess the effectiveness of a classification model (or "classifier") on a set of test data

for which the actual values are known. The percentage of correctly predicted classes is the simplest method to interpret a

confusion matrix. The entries in the confusion matrix are actually counted as predictions, which are thought of as predicted

class labels. As shown in Figure 9, the matrix rows correspond to the actual class labels while the columns correspond to the

predicted class labels. The count of correct predictions appears along the diagonal of the matrix, while the counts of

incorrect predictions appear in the off-diagonal elements. The confusion matrix is decomposed into the 2x2 binary

classification diagram in Figure 9:

 

Where

True Positive (TP): Correct accepted – The algorithm predicts that it is a fraudulent online transaction, and the transaction is

actually fraudulent. 

True Negative (TN): Correct reject – The algorithm predicts that it is not a fraudulent online transaction and the transaction

is actually not fraudulent. 

False Positive (FP): False Alarm – The algorithm predicts that it is not a fraudulent transaction, but the transaction is

actually fraudulent. 

False Negative (FN): Miss – The algorithm predicts that it is a fraudulent online transaction, but it was actually not a

fraudulent transaction. 
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Figure 9:  Confusion Matrix

 

Performance Accuracy

 

        There are several ways to compute classification accuracy measures from a confusion matrix. The most basic measure

is the ratio of correct predictions to total predictions, also known as accuracy. The confusion matrix can be used to calculate

the performance accuracy of the models. The formula for computing the accuracy score is shown in equation 5:

 

�������� = (�� + ��) / (�� + �� + �� + ��) eq. 5

 

        Logistic regression was used as the baseline model to compare the other classifiers. One of the hallmarks of accurate

modelling is to prevent model overfitting. As shown in Table 3, none of the models suffers from overfitting problems because

there is not a huge gap between the training and test scores. The AI model built on the Keras sequential classification and

the CatBoost classifiers had the highest (99%) performance accuracy on the test set. The random forest (97%) and logistic

regression classifier (96%) also performed exceptionally well. The accuracy of all three models on the test dataset is very

close, which signifies that our models are consistent with each other. 

        However, accuracy is not the best metric to use when measuring performance with an imbalanced dataset because it

does not differentiate between the number of correctly classified observations of the two classes in binary classification
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models[39]. With an imbalanced dataset, accuracy favours the majority class and only considers the false positive and false

negative. In such cases, the sensitivity specificity, precision, and F1-scores are considered more robust measures of

performance for imbalance datasets[25][40].

 

Type of Algorithm
 

Accuracy Score

Training
Score

Testing
Score

Logistic regression 96.6% 96.0%

Random forest with
GridSearchCV

97.1% 97.0%

CatBoost 99% 99.0%

AI Sequential Classifications 99.3% 99.0%

Table 3. Classification Performance Accuracy

 

Classification Scores

 

        The classification scores (i.e., sensitivity, specificity, and F1-measure) provide insightful information about how well the

models perform on a given task[4]. For example, a model designed to detect fraud would want to maximize its sensitivity or

true positive rate (TPR) while maintaining a high specificity or true negative rate (TNR). The F1-score is an excellent overall

performance measure because it combines sensitivity and specificity. The goal is to achieve high scores on all three

measures. However, the trade-offs between sensitivity and specificity can vary depending on the application. For instance, in

some cases, having a high specificity or low false positive rate (FPR) may be more important than having a high sensitivity

or higher false negative rate (FNR). It is ultimately up to the analysts to determine what trade-offs are acceptable.

Classification sensitivity and specificity are complementary measures to accuracy. A classifier's sensitivity indicates how

likely it is to give the correct answer to unseen data[35].

 

Sensitivity

 

        A classifier's sensitivity is the probability that a randomly chosen example from a dataset is classified as the positive

class. Sensitivity is calculated as the inverse of specificity and measures the proportion of actual positive classes that were

correctly predicted as positive. Thus, if the probability of being classified as positive is P(y = 1) and the probability of being

classified as negative is P(y = 0), then sensitivity equals P(y = 1)/P(y = 0). Following this formula, the results indicate that all

models did an excellent job of correctly classifying the fraudulent observations in the supply chain. The number of fraudulent

transactions captured in fraud detection is more important than the model's accuracy[41]. An arbitrary high score for the

sensitivity parameter is not necessarily desirable in real-world applications. For example, a financial institution is less likely to

approve a loan to an individual with a high sensitivity score because there is a greater chance that the individual will default

on their loan. As can be seen in Table 4, the sensitivity scores were high for all of the models. The random forest with

gridsearch and CatBoost classifiers had the highest sensitivity scores (100%), followed by the logistic regression and the AI
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models (99%). These findings indicate that all of the models were better balanced for Type I (FP) and Type II errors (FN)

when attempting to predict whether the transaction involved fraudulent activity. However, because the FN would result in the

transactions being labelled as fraudulent when they are not fraudulent, it is a significant challenge to reduce the amount of

Type II error.

 

Specificity

 

        A classifier's specificity is the proportion of test data that is not classified incorrectly. Like sensitivity, specificity is

calculated as the inverse of recall. Thus, if the probability of being classified as positive is P(y=1) and the probability of being

classified negatively is P(y=0), then specificity equals P(y=0)/P(y=1). According to Bayes' logic, conditional probabilities often

refer to the conditional probability of some event occurring, given the occurrence of another event (Zhang and Gao 2011).

Specificity is crucial when the aim is to reduce the number of negative classes incorrectly classified by the model.

Specifically, the specificity metric measures the degree to which non-fraudulent transactions are misclassified. When a

classification has a high false positive rate, its specificity diminishes[42]. Table 4 shows that the AI sequential model and

CatBoost have the highest specificity scores (98%), followed by Random forest with gridsearch (94%), and logistic

regression has the lowest score (93%). These findings indicate that the AI Model correctly predicts a 98% chance of

detecting non-fraudulent transactions in the supply chain. 

 

Precision

 

        Precision is another crucial parameter for assessing performance in classification models. Precision measures the

proportion of predicted positive classes that are actually positive. Like sensitivity and specificity, precision is calculated as the

inverse of recall and is represented in equation 6:

 

P(y = 1 |x) / (P(y = 1 |x) + P(y = 0 |x)) = P(y = 1 |x) / (1 − p(y = 0 |x)) eq. 6

 

Table 4 shows that the AI sequential model and the CatBoost classifiers have the highest precision ratio (98%), followed by

Random forest with gridsearch (94%) and logistic regression (93%). These findings indicate that the AI model did an

excellent job of correctly predicting and classifying fraudulent transactions in the supply chain.

 

The F1-measure

 

        The F1-score combines the measures of precision and recall into a single score and is calculated as the geometric

mean of these two metrics. It is a trade-off between precision and recall, and as such, it can be a useful measure of

performance in circumstances where accuracy is not an appropriate measure. The F1-measure is useful for comparing the

performance of different classifiers because it is robust to changes that affect precision but do not affect recall and vice
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versa. As a result, the F1-Measure is the "favoured" metric to measure model performance in ML applications. The formula

for the F1-measure is shown in equation 7:

 

� − ������� = 2 ∗ (��������� ∗ ������) / (��������� + ������) eq. 7

 

Table 4 shows that the classification model has excellent F1-scores. The F-value for the CatBoost classifiers is 99%,

followed by the AI sequential model with 98%, Random forest with gridsearch (97%), and logistic regression (96%). Because

the F1-score is a weighted average of precision and recall, the FP and FN are treated equally. Since the FPs and FNs have

different costs, the F-score is useful for this study to avoid misleading interpretations of performance accuracy when working

with an imbalanced dataset. The higher the F1 score, the better the models are performing in predicting fraud.

 

Performance Measures
Logistic
Regression

Random
forest

CatBoost AI Sequential

Sensitivity (Recall)=
TP/(TP+FN)

99% 100% 100% 99%

Specificity= TN/(TN+FP) 93% 94% 98% 98%

Precision =TP/(TP+FP) 93% 94% 98% 98%

F1-Score- Calculated 96% 97% 99% 98%

Table 4. Classification Performance Metrics

 

ROC Curve

 

        Another statistic for measuring classification success is the receiver operating characteristic curve (ROC). The ROC

plots the TPR, the FPR, and specificity against the TNR at various thresholds. An area under the ROC curve (AUROC)

greater than 0.5 indicates that the classifier performs better than random guessing[31]. The ROC curve can be used to help

make decisions about the appropriateness of a classifier for a given task. By evaluating the AUROC, we can determine the

model's overall performance and how well it separates the observations in the dataset into fraud and no-fraud classes. A

higher AUROC indicates better classification performance and is better for decision-making. A ROC analysis demonstrates

how sensitivity (TPR) varies with specificity (TNR or 1- the FPR) for various thresholds[43]. 

        Figure 10 shows the AUROC scores for the various algorithms. Note that all the classifiers covered the maximum area

of the AUC plot. However, the random forest with gridsearch classifier model score (99.8%) was slightly higher than the

other three classifiers. The AUROC score of all these different models indicates that all three algorithms are robust and

consistent in predicting fraud in the supply chain. In ranking the observations, the AUROC identifies the probability that a

randomly selected transaction will have a higher predicted risk of being fraudulent than a randomly selected transaction that

is not fraudulent. The results of the AUROC back up the results of the classification metrics because they show that the

models did an excellent job of spotting transactions that were not legitimate.
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Figure 10. AUROC Scores for all the Algorithms

 

Feature importance

 

        In ML, feature importance is a technique that can be used to determine which predictor variables are most important in

determining the outcome of the dependent variable. This technique is often used with other ML methods, such as decision

trees or support vector machines. Feature importance can be calculated in several ways, but one common method is to look

at the coefficients of the predictor variables in the final model. The larger the coefficient, the more significant the impact of

that particular predictor on the outcome variable. In many cases, feature importance can be used to identify which predictors

are most important for a given problem. These predictors can then be used to build a more accurate model. Understanding

which predictors are most important can make it easier to tweak the algorithm to achieve better results[10]. Figure 11 shows

the features importance of the gridsearch random forest model. Note that Delivey_Status, Payment type, and

Late_delivery_Risk had the highest standardized coefficients and were the most relevant predictors of supply chain fraud.

The larger the coefficient, the more significant the impact these predictors have in predicting fraudulent transactions.
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Figure 11. Variable Importance Estimates of the model

 

Conclusion
 

        This study provides valuable insights into ML and AI for predictive modelling and highlights the potential of these

techniques for fraud detection in SCM[5][12][21]. In recent years, the use of ML in supply chain management has increased

due to its ability to detect patterns or anomalies from data[2]. ML algorithms can automatically identify patterns in data and

use this knowledge to make predictions or recommendations about potentially fraudulent activities in the supply chain[15][20].

In this regard, ML can be used to detect anomalies in the data, such as unusual patterns and activities that may indicate

instances of fraud. This paper has shown that by harnessing the power of ML and AI, organizations can improve the

efficiency of their supply chains and protect against risks such as fraud and human error. As the capabilities of these

technologies continue to grow, they will likely have an even more significant impact on how supply chains are managed[22].

By using the power of ML and AI, companies can make their supply chains more efficient and protect themselves from risks

like fraud.

        SCM is a critical part of any business, and it is important to ensure that it is free from fraud. The increasing

sophistication of supply chain fraud calls for new methods of detection[3]. This paper explores the use of ML algorithms and

AI to predict supply chain fraud. A logistic regression model was used as the baseline classifier to predict fraud. The other

classifiers were an RFC with grind search and an AI sequential model. The results indicated that all three models consistently

predicted fraudulent transactions. However, the sequential neural network model had the highest performance accuracy

(99%), followed by the gridsearch RFC model (97%). The logistic regression model had the lowest accuracy (96.6%). These
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results suggest that ML can be an effective tool for detecting supply chain fraud. However, further research is needed to

improve the accuracy of predictions.

 

Model Limitations and Future Research

 

        While ML and AI have several potential advantages for supply chain management, these technologies also have

serious drawbacks. The need for a lot of data for ML and AI to function effectively is one of the main challenges. Obtaining

data can be problematic in the supply chain, where data is frequently siloed and fragmented. AI and ML can also be costly to

set up and maintain. Finally, there is always a chance that these technologies will not catch fraud or that they will produce

false positives. Given these difficulties, it is crucial to consider the advantages and dangers of applying ML and AI to the

supply chain before going forward. 

        The AI Sequential Model has some limitations that should be considered for the performance evaluation of a

classification matrix. First, the order of the layers of the model is essential. If the order of the layers is incorrect, then the

model will not work as intended. Second, the sequential model does not work well with large feature vectors. This is because

the computational cost required to train a neural network increases exponentially with the size of the data. Therefore, if the

data being classified are very large, then the sequential model could not classify them effectively. 

        As the world digitizes, the supply chain becomes more susceptible to fraud. Specifically, the proliferation of digital

commerce has enabled criminals to conduct sophisticated attacks that are difficult to detect. As a result, there is a growing

need for research on how ML and AI can be used to enhance supply chain fraud detection. Most fraud detection systems

are based on rule-based models that cannot keep up with the rate of change in the digital world. On the other hand, ML and

AI can create dynamic models that are continuously updated as new data is collected. This enables the detection of

emerging fraud patterns and a rapid response to supply chain changes. In addition, ML and AI can be used to create

predictive models that aid organizations in preventing fraud through proactive measures. As machine learning (ML) and

artificial intelligence (AI) are used more and more in the supply chain, future research must focus on how these technologies

can be used to improve fraud detection.
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