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Arti�cial intelligence (AI) is rapidly transforming industries and societies worldwide. While AI o�ers

remarkable bene�ts, its development and deployment raise profound ethical concerns. Issues such

as algorithmic bias, lack of transparency, privacy violations, and potential job displacement

necessitate a comprehensive and proactive approach to ethical AI development. This paper presents

a novel framework for the ethical assessment of AI applications. This framework moves beyond

technical compliance towards an approach that is ethically driven. The cornerstone of the

development of this framework are the ethical pillars of trustworthy AI established by the European

Union (EU). These encompass Human agency and oversight, Technical Robustness and Safety,

Privacy and Data Governance, Transparency, Diversity, Non-discrimination, and Fairness, Societal

and Environmental well-being, and Accountability. Since this framework is developed to support

industries, the assessment is further classi�ed by a thematic structure to follow a human-centric

approach and to ensure meeting organizational needs. These themes include Ethical Governance and

Accountability, Operational Procedures and Security, Human-AI interaction, Data Management and

Governance, and �nally Stakeholder Engagement and Environmental Impact. To ensure adaptability

and relevance, it considers the dynamic nature of AI development and the complex interplay of

stakeholders within industrial settings. The proposed framework provides a structure for evaluating

the ethical implications of AI application. It aids organizations in aligning AI systems integration

with the organization’s core values, building trust, and ultimately enhancing the overall bene�ts of

AI adoption in the industrial sphere.
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Introduction

The integration of arti�cial intelligence (AI) in various industries presents both opportunities and

challenges. With numerous advantages to the use of AI including increased e�ciency, productivity,

and innovation (Flatscher et al., 2023), it is valid to predict an exponential spread of AI adoption

across industries (Kelly et al., 2022). In the Business Trends and Outlook Survey data (BTOS) published

by the United States Census Bureau, only 2.8% of the surveyed organizations in the “Manufacturing”

sector indicated that they used AI in producing goods or services (BTOS - Data, 2024). According to the

same survey, the percentage of organizations in the “Management of Companies” sector that

reported the use of AI was 7.8% (BTOS - Data, 2024). Other industries reported a more elaborate use of

AI in their operations including the �nancial industry (Flatscher et al., 2023; Kelly et al., 2022;

Svetlova, 2022) as well as the healthcare industry (Goirand et al., 2021; Secinaro et al., 2021).

While the development of AI systems is still in progress, a signi�cant amount of e�ort is dedicated to

overcoming the challenges and implications of AI adoption through research, policies, and guidelines

(Flatscher et al., 2023). One of the key challenges that has drawn a lot of attention is the lack of

re�ection upon ethical implications, risks, and challenges of adopting AI (Munoko et al., 2020;

Secinaro et al., 2021; Svetlova, 2022). Ethics has been a central focus of philosophical study since the

dawn of human consciousness, with seminal works such as Aristotle’s Nicomachean Ethics laying the

foundational theories that continue to in�uence our understanding of moral principles today.

Aristotle described ethical virtue in his work that dates to 350 BC as “Ethical virtue is fully developed

only when it is combines with practical wisdom” (Kraut, 2022). It is essential to point out that even

prior to the era of AI, ethics was recognized as a crucial component to business excellence in

conjunction with leadership, teamwork, e�ective communication, performance management and

high productivity (Mercader et al., 2021). Recent research emphasized the crucial need to establish

methods to “translate principles into practice” when developing and sustaining AI ethics (Mittelstadt,

2019) while considering the systemic e�ects of AI use (Svetlova, 2022).

This paper shows the assimilation of work on developing a framework to assess the ethics of AI

applications in industry, speci�cally manufacturing. This paper consists of the following sections:

Background, Framework Development, Framework Application, Discussion, and Conclusion.
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Background

Arti�cial Intelligence Systems

The term Arti�cial Intelligence (AI) has been introduced by Alan Turing in the 1950s. Since then, AI

has evolved and crossed the boarders of scienti�c laboratories to exist in the daily life of many people.

Since the term AI has been coined, the de�nition of AI has changed to be as comprehensive and

descriptive as possible of the levels of innovation, integration and collaboration with humas. Another

important aspect of the de�nition of AI is its appropriateness for regulation (Bezerra et al., 2024). AI

can be simply de�ned as the skill of a non-human system to simulate, or in other words mimic,

human intelligence (Munoko et al., 2020). While the capabilities of AI systems are expansive, the fact

is that each AI program works only to solve one critical problem that it was designed to solve

(Plathottam et al., 2023). With that view in mind, the term arti�cial narrow intelligence (ANI) is

sometimes used to describe those programs or AI elements even though those programs are

structured based on several techniques (Plathottam et al., 2023). A de�nition for the general purpose

AI system (GPAIS) has been introduced by the European Union (EU) in 2021 as “AI system able to

perform generally applicable functions such as image/speck recognition, audio/video generation,

pattern detection, question answering, translation, etc.” (Council of the European Union, 2021).

Several AI systems are used in various industries. Each AI system achieves a di�erent goal and is used

in a distinct application based on the industry and the functional area. Each AI system brings a set of

challenges as well. While the focus of this paper is on industrial manufacturing, it is worthy to explore

AI applications in other industries. Exhibit 1 provided a comprehensive list of AI tools, applications

and challenges for di�erent industries.
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Industry /

Function
Tool Application Challenges

Manufacturing

Machine learning

Cyber-physical

systems

IoT

AI

Defect detection

Quality Inspection

Workplace Safety

Operation optimization

Automation

Integrated systems

management

Real-time monitoring and

control

Predictive maintenance

Increased interoperability

Data acquisition

Data management

Human resources

Infrastructure

Security

Trust

Implementation

Human Resources

Management

AI-based hiring

algorithm

Decision Making

Enhancing recruitment

e�ciency

Bias in decision-making, Data security

Administrative Automation tools
Streamlining

administrative tasks

Adaptation by sta�, Cost of

implementation

Accounting and

Financial
AI and big data Fraud detection

Data security, Compliance with �nancial

regulations

Leadership and

Management

Decision support

systems
Strategic decision making

Over-reliance on automated systems,

Loss of human intuition in decisions

Research &

Development

Computational

modeling,

simulation

Speeding up innovation
High computational costs, Complexity

of models

Product Design
CAD and AI

integration

Automated design

adjustments

Balancing automation with creative

input, Technology integration

challenges, copyright and proprietary

concerns

Exhibit 1. Summary of AI tools and systems in Industry.
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Ethics of Using AI Systems

The European Union (EU) recognized the importance of developing AI systems that are human-

centric (European Commission, 2019). A similar viewpoint was adopted by the UNESCO when they

proposed a human-rights approach to AI ethics (Ethics of Arti�cial Intelligence | UNESCO, 2022).

Trustworthy AI emerged as a term to describe the characteristics of an AI system throughout its life

cycle considering both technical and social perspectives. A trustworthy AI system should be lawful,

ethical and robust (Diaz-Rodriguez et al., 2023). Trustworthy AI frameworks aim to manage risks

associated with AI technologies and build trust among users, stakeholders, and society at large,

however, there is still a lack of trust in these systems (Vianello et al., 2023). Organizations aiming to

achieve trustworthy AI should prioritize aspects such as reliability, self-assessment, consideration of

user interests and values, and information disclosure regarding the system's inner workings and

objectives (Freiman, 2023).

The (EU) developed a framework to classify the risks associated with using AI systems. The framework

consists of four di�erent categories: low risk, limited risk, high risk, and unacceptable risk (AI Act |

Shaping Europe’s Digital Future, 2024). To evaluate the ethics of using AI systems in industry or

manufacturing, several standards and tools have been developed. One signi�cant standard is ISO

42001, which o�ers guidance for establishing, implementing, maintaining, and continually improving

an AI management system within an organization(Golpayegani et al., 2023). Other frameworks, like

the TAI-PRM, followed a human-centric approach to assess the ethical implication of AI systems

(Vyhmeister & Castane, 2024). This framework blended ethical considerations and already established

standards to “identify failure modes associated with AI artefacts” (Vyhmeister & Castane, 2024). Prior

to those e�orts, the European Commission’s High-Level Expert Group of Arti�cial Intelligence

developed the Assessment List For Trustworthy Arti�cial Intelligence (ALTAI) in 2020 (Commission et

al., 2020). The ALTAI was developed based on the ethical guidelines established by the EU. The

analysis conducted by Golpayegani et al. (2023) explained two characteristics of ALTAI. The �rst is

that it does not cover several processes at the upper organizational governance level, the second is

that ALTAI looks at the results of executed activities (Golpayegani et al., 2023).

Need for Ethics Tool

While new technological advancements are always encouraged by industry and developers for all the

advantages it brings, such advancements are also meticulously examined on the ethical implication of
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their adoption (D’Cruz et al., 2022). In the past 200 years, technological advancements brought along

ethical implications (Nguyen et al., 2020), from the invention of the printing press (D’Cruz et al.,

2022), to the most recent integration of AI technology in industry (Artkin, 2022). The Blueprint for an

AI bill of Rights which was released by the White House in 2022 clari�ed the need for monitoring,

auditing and conducting risk assessment before and after deployment of AI systems (OSTP, 2022).

While several initiatives emphasized on the importance of the ethical development of AI systems

(Mittelstadt, 2019), e�orts are still in progress to properly de�ne general purpose AI systems (GPAIS)

in the �rst place (Gutierrez et al., 2023). Governance of AI systems in industry is a critical aspect that

goes beyond mere legal compliance. Organizations are encouraged to proactively assess the risks

associated with their AI systems, however assessment mechanisms are still lacking (Minkkinen et al.,

2024).

A stakeholder-centered approach is essential for ensuring that AI is developed and utilized

responsibly, considering the perspectives and interests of various stakeholders(Ademola, 2024). The

need for ethical guidelines in AI is emphasized by the identi�cation of important ethical

considerations such as bias, data privacy, and labor market impact, highlighting the importance of a

human-centered approach and engagement with local stakeholders (Huriye, 2023). Collaboration

among diverse stakeholders, including governments, businesses, academia, and society, is vital to

promote responsible and equitable AI practices, emphasizing the urgency of balancing technological

advancement with ethical considerations (N. Li, 2023). Responsible AI practices require a multi-

stakeholder ethical framework that involves identifying ethical issues and prescribing ethical

principles for di�erent functions of AI systems(Prikshat et al., 2022). Furthermore, the

implementation of ethics in AI systems necessitates inclusive conversations among stakeholders to

ensure transparency and ethical decision-making processes (Goirand, 2023).

The goal of this paper is to contribute to those initiatives of pioneering governance of AI deployment

and usage in industry. This paper presents a robust framework to assess the ethical compliance of AI

systems. This framework serves as an objective decision-making tool when considering procuring,

deploying and /or using AI systems in industry specially manufacturing. As AI systems continue to

develop, we are expecting an evolution in both their capabilities and applications. Also, the

clari�cation of the characteristics of trustworthy AI systems will continue to develop (Golpayegani et

al., 2023). This fact has been considered when developing this framework by designing it to be agile

enough to adapt to those anticipated advancements. This work is established based on the
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foundational knowledge on the ethics of AI, which makes the content of this framework an e�ective

educational reference that can be used in training employees on the ethics of using AI systems.

Framework Development

The ethical development of AI systems in manufacturing requires a systemic, proactive perspective

that considers the ethical implications and involves a diverse set of stakeholders to shape the ethics of

AI in ways that align with their priorities. By engaging stakeholders, promoting transparency, and

addressing ethical considerations, the manufacturing sector can harness the bene�ts of AI technology

while upholding ethical standards.

As discussed earlier, the criteria for a trustworthy AI system must be considered in the full life cycle of

the system(Diaz-Rodriguez et al., 2023). This includes the phases designing, development,

deployment, and operation (B. Li et al., 2023). The framework presented in this paper focuses only on

assessing the trustworthiness of AI systems in the phases of deployment and operation.

The foundation of the ethical guidelines considered in developing this framework were established

based on the recommendations of the European Commission for “Trustworthy AI” (European

Commission, 2019) and the UNESCO recommendations on the human-rights centered approach to the

Ethics of AI (Diaz-Rodriguez et al., 2023; Ethics of Arti�cial Intelligence | UNESCO, 2022). The pillars

considered in developing this framework are listed in Exhibit 2. While ALTAI was developed around

the same pillars of trustworthy AI that are considered in this framework, there are subtle di�erences

between the two frameworks. Speci�cally, this proposed framework is organized by themes, is agile to

change and considers future advancements of AI systems and ensures stakeholder engagement.
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Ethical Pillar AI System Requirement Main Evaluation Criteria

Human agency and

oversight

To empower human beings and allow them

to make informed decisions

Fundamental rights- Human agency-

Human oversight

Technical robustness

and safety

To be resilient, secure, to ensure accuracy,

and prevent unintentional harm

Resilience to attach and security-

Fallback plan and general safety –

Accuracy- Reliability and reproducibility

Privacy and data

governance

To ensure full respect for privacy, quality

and integrity of data, and data protection

and adequate data governance mechanisms

Respect for privacy and data protection-

Quality of integrity of data- Access to

data

Transparency

The system, the model and the output

decision must be transparent, traceable,

and explainable

Traceability- Explainability-

Communication

Diversity, non-

discrimination, and

fairness

To avoid unfair bias, foster diversity, and

accessibility to all

Unfair bias avoidance- Accessibility and

universal design- Stakeholder

participation

Societal and

environmental well-

being

To monitor the e�ects of AI systems on

human, social, and environmental

interactions

Sustainable and environmentally

friendly- Social impact

Accountability
To ensure responsibility for development,

deployment and use of AI systems
Auditability- Trade-o�s – Redress

Exhibit 2. Pillars of the Ethical Framework.

The evaluation criteria developed for the proposed framework are further classi�ed in �ve themes

beyond the seven ethical pillars. This facilitates the evaluation process, consolidates the conclusion,

and identify areas where prompt actions are required. The �ve themes are: Ethical Governance and

Accountability, Operational Procedures and Security, Human-AI interaction, Data Management and

Governance, and �nally Stakeholder Engagement and Environmental Impact. See Exhibit 3. for more

details. Classifying the evaluation criteria into those proposed themes facilitates the evaluation
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process and enhances the organization’s potential to improve the areas that are nonconforming with

the ethical requirements.

Exhibit 3. Cascading AI Pillars into Themes

The assessment is conducted by responding to a series of questions covering the main evaluation

criteria listed in Exhibit 2. The detailed evaluation criteria along with all the questions are included in

the Appendix. All questions are equally weighted, and each question can be answered by choosing one

of two scores as shown in Exhibit 4. A score of one means that the requirement is met, a score of zero

means that the requirement is not met. An option to answer as N/A is included for all questions, this

option is selected when the criterion being investigated is not applicable A total score is populated

automatically along with a percentage of the total possible score. The total possible score is calculated

after excluding all the questions to which the assessor answered N/A.

One of the key strengths of this framework is that it is agile enough to adapt to future changes

introduced by technology advancement in the development of AI systems as well as the changes in the

functionality of applications of those systems. This framework is structured with future expansion in

mind to accommodate for anticipated ethical requirements. This can be achieved by introducing

additional ethical pillars, rearranging the evaluation into additional or di�erent themes, introducing

additional evaluation criteria or rendering certain questions obsolete and eliminating them from the

assessment.
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Exhibit 4. Individual Question Criteria

Framework Application

The execution of the framework is conducted through a four-stage process, commencing with the

scoping and planning of the assessment and culminating in a de�nitive determination regarding the

assessment's outcomes.

Stage 1: Team Formation and Training

A cross functional team is always encouraged to foster creativity, innovation and promote diversity

(Aref, 2024). The team collectively should possess several skills including critical thinking (Aref &

Fredericks, 2021) in addition to experience in their functional area within the organization. The team

should ideally consist of members with diverse expertise to ensure a comprehensive assessment

process. We suggest that the team members should collectively possess knowledge in the following

areas: quality management (Aguiar et al., 2015), continuous improvement (Ahmed et al., 2021, p.

14001), human resources (Zografaki et al., 2017), risk management (Barafort et al., 2016), research

and development (Chen et al., 2022), information technology (Wibowo & Ramli, 2022) and cyber

security (Ben-Asher & González, 2015; Yusu� Marican et al., 2023), and technical skills relevant to the

organization’s scope of work.

At the leadership level, digital leadership is highly encouraged as a construct to identify the role of the

team leader(Singh & Pandey, 2024). While the concept of digital leadership has been introduced

during the era of digital transformation, the de�nition introduced by Eberl and Drews (2021) provides

a comprehensive view of the role and skills of the digital leader with emphasis on their role in leading

innovation (Eberl & Drews, 2021).

To e�ectively run the assessment, the team must be trained in the technical and procedural aspects of

the assessment. Two levels of training are encouraged, basic and specialized. The basic training
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addresses the common concepts of AI, de�nitions, ethical considerations of using AI systems, the

challenges and implications of using AI systems, and expectations and requirements of individuals

when using AI systems. The basic training should be o�ered to every employee in the organization and

is recommended to be made mandatory. The specialized training will be tailored for the assessment

team that will run the ethical assessment of the AI systems. The specialized training must include

information on the di�erent purposes of the assessment and the scope of application of AI system.

The trainees must learn as well how to collect data, the requirements to have the necessary clearance

to collect and access the needed data, how the framework is structured and the area of focus of each

question and assessment criterion. They also must be able to report the �ndings and make an

informed decision.

Stage 2: Scoping and Planning

In this stage, the team explores and determines the scope of the assessment and plans their work. The

purpose could be to conduct an on-going assessment of an AI system that is currently in use, to

compare di�erent systems in order to make informed decisions on strategic matters including

procurement or adoption. The team will have access to the data needed for the assessment,

completing the paperwork to document the process.

Stage 3: Assessment and Analysis

The team embarks on a detailed exploration of each AI application area, engaging deeply with the

assessment questions. Each team member, selected based on their expertise aligned with the theme

area, leads the evaluation in their respective domain, ensuring a thorough and expert-driven

assessment. The evaluation process is collaborative, requiring consensus on answers to ensure a

uni�ed understanding and approach to the ethical implications of the AI systems assessed. This

collaborative approach not only enhances the depth of the evaluation but also fosters a shared

responsibility among team members to uphold ethical standards. Further assessment by an external

assessor is encouraged. However, this is only applicable upon further standardization of the

framework and when external assessors are trained in using this evaluation technique. Additional

assessment by an external assessor may be required if the in-house team that is assigned to run the

assessment lacks one or more of the key personnel with the required functional or technical skills.
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Once the evaluation of all thematic areas is complete, the team conducts a comprehensive analysis of

the results. This analysis involves identifying areas where the AI systems do not meet ethical

requirements, as well as highlighting sections where the assessment was deemed not applicable (N/A).

The team calculates the total score and critically examines compliance across the di�erent functional

areas, themes, and ethical pillars. This stage is crucial for transparently documenting the ethical

posture of AI applications and preparing for any necessary interventions. See Exhibit 5. for an example

of scoring summary by theme and the corresponding radar chart. An example of the scoring summary

for the same assessment by ethical pillar is included in the Appendix.

Stage 4: Decision Making and Mitigation

The decision-making process is guided by the scoring system established in the framework. The

overall compliance is determined based on a scoring scheme detailed in Exhibit 6. If the score per

pillar and per theme is greater than 85%, the AI system is deemed ethically acceptable with no further

action required. Scores between 65% and 85% indicate conditional acceptance. In these cases, the

organization must develop and execute a detailed plan to address and resolve the identi�ed ethical

shortcomings to achieve full compliance. A score below 65% signals signi�cant ethical concerns,

necessitating an immediate halt in the use of the AI system. Urgent actions must be taken to rectify

these violations.

Exhibit 5. Scoring Summary by Theme

The mitigation plans are tailored to the severity of the ethical issues identi�ed and are prioritized

based on the strategic goals of the organization and the impact of the violations. The mitigation

process involves assembling a dedicated team tasked with re-evaluating the AI systems and

implementing solutions. This team is responsible for crafting remedial actions that not only address
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immediate issues but also align with the long-term ethical deployment of AI technologies across

industries.

By structuring the decision-making and mitigation processes around quantitative thresholds and

expert consensus, the framework ensures that decisions are both data-driven and contextually

informed. This approach not only helps in maintaining the integrity of AI applications but also

supports organizations in navigating the complex ethical landscape associated with modern AI

technologies.

Exhibit 6. Overall Scoring Criteria

Discussion

This work presents a novel framework developed to assess the ethical considerations of AI systems

used in industry. At its core, this framework adopts the ethical pillars of trustworthy AI which were

developed by the EU (European Commission, 2019). These pillars along with other ethical guidelines

established the basis of several other initiatives to either develop AI systems, assess their

trustworthiness, or standardize the ethics of AI systems (Lewis et al., 2020). However, at an

organization level, understanding the ethical requirements of AI systems was found to be fragmented

(Agbese et al., 2023). The more the ethical pillars and requirements of AI systems are directly linked to

the functional areas of an organization, the easier it is for the employees to comprehend the

requirements and perform accordingly. Those functions may include �nancial viability (Agbese et al.,

2023), stakeholder management (Lewis et al., 2020), and the technical capabilities of the system

(Chen et al., 2022).
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The signi�cance of this framework lies in its ability to translate ethical principles into actionable

criteria that are relevant to organizations. This is achieved by arranging the assessment by themes

that are directly related to strategic management goals, stakeholder concerns, and the functional

areas within the organization. The evaluation process is divided into four stages, starting with

forming and training a team to run the assessment. The following stages include the series of actions

needed to run and report the assessment and �nally derive a decision that can be translated into an

action plan. One of the critical challenges in developing this framework was ensuring its relevance

across di�erent types of AI applications and its adaptability to future technological advancements. To

address this, the framework was designed to be dynamic, allowing for updates and modi�cations as

new ethical standards emerge and as AI technologies evolve. This adaptability is crucial for

maintaining the framework’s e�ectiveness in promoting ethical AI practices as the landscape of AI

continues to change rapidly.

The use of ethical evaluation frameworks for AI o�ers a multitude of bene�ts that are essential for the

ethical advancement and implementation of arti�cial intelligence. We are proposing this framework

to industry and practitioners as well to test and adopt. This framework helps in the early identi�cation

and mitigation of potential ethical risks associated with AI systems. Additionally, AI ethical evaluation

frameworks generally, and this one speci�cally, signi�cantly improve the transparency and credibility

of AI systems. Moreover, evaluating the ethical implication of AI systems plays a crucial role in

promoting the responsible implementation of AI across various sectors. By setting ethical standards

and recommended practices, this framework assists organizations in creating and deploying AI

systems that are aligned with societal values and ethical standards.

Future work will focus on empirically testing the framework in various industrial settings to re�ne its

criteria and ensure its e�ectiveness in real-world applications. Additionally, expanding the

framework’s scope to include case studies and sector-speci�c adaptations will enhance its utility and

provide deeper insights into the challenges and opportunities associated with implementing ethical AI

systems.

Conclusion

This paper presented a robust framework for the ethical assessment of AI systems in industrial

settings, emphasizing adaptability and stakeholder engagement. By anchoring on the ethical pillars of

trustworthy AI, the framework o�ers a systematic approach to evaluate AI systems beyond mere
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compliance, focusing on a human-centric and ethical integration. This framework is designed to be

dynamic, accommodating rapid technological changes and varying industrial needs, ensuring its

applicability across di�erent sectors. It facilitates organizations in aligning AI deployment with

ethical standards and societal values, fostering trust and ethical responsibility in AI applications.

Future developments will aim to re�ne the framework through empirical testing and to expand its

scope to address sector-speci�c challenges, thereby enhancing its e�ectiveness and relevance in

promoting responsible AI practices globally.

Appendices
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Assessment questions organized by Theme
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Scoring Summary per Pillar
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