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Abstract

This work is concerned with the problem of computing of the reliability for multi-component sys-
tems given their dynamic fault trees. The recent literature provided satisfiability methods using the
conjunctive normal form (CNF) of the structure function which is usually initially given under its dis-
junctive normal form (DNF) before using existing satisfiability (SAT) solvers. The conversion of the
DNF of the structure function to its CNF is actually very costly. The main contribution of this paper is
to propose an efficient method to compute the reliability polynomial using directly the DNF which is
itself obtained efficiently from the dynamic fault tree. This involves the representation of logic functions
by sets of three-level numeric tuples and the definition of logic operations adapted on these sets. The
proposed method ensures polynomial complexity with respect to the number of nodes in the fault tree,
the maximum number of inputs of the different logic gates being fixed.
Keywords : Reliability polynomial, dynamic fault tree, satisfiability, logic function.
AMS Classification : 03-01, 03-08, 03B05, 05-01, 05-08, 68R07, 90B25.

1 Introduction

Reliability is an important concept in the daily life of humans. Indeed, in the quest for development,
decision-making is very often based on risk assessments of the occurrence of feared events. The latter are
linked to the combination of other events considered as minor or elementary. This is particularly the case
when studying the reliability of a composite system such as a complex production equipment (Lisnianski

∗Corresponding author’s Address: email: jauresfotsa@gmail.com, P.O. Box 455, ENSAI, The University of Ngaoundere

1



and Levitin, 2003; Stapelberg, 2009; Ben-Daya et al., 2012; Limnios and Oprisan, 2012; Bozzano et al.,
2013) or a portfolio of financial assets (Connor et al., 2010). Indeed, each component of the equipment or
each asset has intrinsic risks to which interactions may be added. To better understand the interactive struc-
ture of risks, numerous models have been developed in the literature (Duane, 1964; Howard, 1971; Hoem,
1972; Barlow and Proschan, 1975; Solovyev, 1979; Korolyuk and Turbin, 1982; Bobrowski, 1985; Barlow
and Proschan, 1996; Grabski, 2002; Lisnianski and Levitin, 2003; Grabski, 2007; Stapelberg, 2009; Con-
nor et al., 2010; Ben-Daya et al., 2012; Limnios and Oprisan, 2012). Risks being closely related to hazard,
many probabilistic tools have been used to evaluate them (Duane, 1964; Howard, 1964; Mine and Osaki,
1970; Korolyuk and Turbin, 1982; Cocozza-Thivent, 1997; Singpurwalla, 2006; Marin and Robert, 2007;
Chen et al., 2018; Wang et al., 2020; Yu et al., 2021). Among the existing in the literature there are fault
trees, Reliability Block Diagrams, Bayesian networks, Petri nets, fuzzy logic, Markov and semi-Markov
processes. Petri nets are particularly used after converting other formalisms, to dynamically evaluate the
reliability by simulation (Kordic, 2008; Robidoux et al., 2009; Xing and Robidoux, 2009; Wu et al., 2011;
Yang et al., 2011; Yan et al., 2017; Kabir and Papadopoulos, 2019; Rui et al., 2020; Fahmy et al., 2023).
The more complex a system becomes (in terms of number of components or subsystems), the more difficult
it is to study its reliability, regardless of the modeling formalism. For very complex systems, computational
tools have been developed based on logic theory and asymptotic properties of random processes. Thus, us-
ing the increasing performance of computer and Monte Carlo existing approaches, it is possible to get very
sharp approximations of reliability characteristics for a given system (Hastings, 1970; Gilks et al., 1996;
Robert et al., 1999; Dubi, 2001; Marseguerra and Zio, 2002; Paredes et al., 2019). However, to reach a com-
fortable level of precision the computational cost is very high. In addition to the high computation time,
computers consume energy and produce heat, the problems of global warming and rationalization of energy
consumption being very actual 1 (Atmanand and Raman, 2009; Grubler et al., 2018; Tyagi et al., 2020;
Emil and Diab, 2021). Even the various providers of cloud computing services are interested in reducing
computing costs (Wu et al., 2015; Ndamlabin-Mboula et al., 2020; Ndamlabin-Mboula et al., 2021).

Since at least the second half of the twentieth century, scientists have been active in proposing solutions
to evaluate the reliability of systems at a lower cost. Although quite old, the use of fault trees remains
frequent, even if it must be adapted to the evolution of the needs (Vesely et al., 1981; Bozzano et al., 2013;
Limnios, 2013; Tiejun and Shasha, 2020). Indeed, the construction of a fault tree is quite intuitive and
easy to understand. The calculation of reliability by fault trees is done by combining the theory of logic
and the laws of probabilities of intermediate events. Unfortunately, as mentioned above, the calculations
become tedious when the structure under study is large. Several increasingly efficient algorithms have been
proposed in the literature for various aspects of reliability calculations. For example, the famous MOCUS
algorithm described in the reference (Fussell et al., 1974) is still used for the computation of minimum cuts
or path sets. Several recent developments are presented in the book (Limnios, 2013) authored by Limnios
and Oprisan. These are generally recursive and truncation methods. More recently, satisfiability techniques
have been proposed and applied in references (Brinzei and Aubry, 2015; Aubry and Brinzei, 2016; Duroeulx
et al., 2017; Hamaidia et al., 2018; Duroeulx et al., 2019). These works take up the tools of (Limnios, 2013)
by integrating the dynamic and parametric aspect of reliability. Moreover, the calculation of the structure
function (global reliability) is obtained by a hierarchical calculation. It uses a lattice called Hasse’s digram
and the minimal cut sets previously calculated. The theoretical computational cost of this approach remains
high and its implementation on computer seems a priori difficult.

The main goal of the current work is to propose an efficient and effective computational method to
evaluate reliability based on fault trees. The specific goals are (1): Adapt logic operations to a representation
of logic functions in sets of three-level numeric tuples, (2): to prune fault tree’s leaves and to construct

1 See the sustainable development goals 7, 11,12 and 13 of the United Nation here https://sdgs.un.org/goals.
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equivalent simplified lattice structure similar to Hasse’s diagram, and (3): to propose recursive approach of
constructing reliability polynomials. The rest of the paper is organized in five sections. A short background
with adapted concepts is given in Section 2. Our contributions stand from Section 3 to Section 5 following
to the announced specific goals. We end the main contain of the paper with a conclusion.

2 Background on satisfiability approach for computing reliability
In this section, we present a synthetic review on the concept of fault tree. We also recall a quite recent

method for determination of the probability of an event using fault tree and the known probabilities of
possible causes.

2.1 Definition and representation of fault tree
There is a wide literature on fault trees. Most of the definitions are more descriptive than formal.

But the recurrent idea refers to a graph having a tree structure. Here we suggest a systematic and general
definition.

Definition 2.1 (Fault tree) Consider a sequence N = {ϕk}k∈I⊆N of boolean functions, each function ϕk

having 0 or nk ∈ N
? ordered entries labeled from 1 to nk. Consider also a subset of E ⊆ N ×N and a map

I : E → N? such that I
(
ϕk1 , ϕk2

)
∈

{
1, . . . , nk2

}
and given ϕk2 , the function I

(
•, ϕk2

)
is injective. Then a

fault tree is valued directed graph (N ,E ,I ) without circuit and having exactly one output. The elements
of N are called events. Any edge

(
ϕk1 , ϕk2

)
∈ E is called a causality relationship having ϕk1 as origin and

the entry I
(
ϕk1 , ϕk2

)
of ϕk2 as extremity. An event without entry is said basic while an event which is never

an origin of an edge is a top even. Other events are called intermediate.

Usually in a fault trees theory, an event is at most the origin of one edge but we think that a this restriction
is not necessary since an event can impact several other considered events. If one replaces each edge in
Definition 2.1 by its inverse assuming that each event was at most the origin of one edge, then a classical
structure of tree is recovered with the top event as the root and basic events as leaves.

The most common representation of fault trees is graphic. This is maybe because the charts are more
intuitive and easy to understand. The graphical representation of fault trees is therefore that of a set of
events interconnected by logic gates. The basic logic gates are NOT, AND and OR but dynamic aspects
are progressively introduced through new logic gates such as DELAY, PAND, SEQ, SPARE and FDEP.
We refer to (Fussell et al., 1974; Vesely et al., 1981; Limnios, 2013; Hamaidia et al., 2018) for further
details on the graphical construction of fault tree. In order to take into consideration both the dynamic and
the parametric aspect of fault events the authors in (Tiejun and Shasha, 2020) have introduced the concept
of space fault tree. As we will see when defining dynamic logic gates later, a dynamic fault tree can be seen
as increasing sequence of classical fault trees : past events are input for future events.

As common in graph theory, a fault tree can be represented with a matrix notation, Mi, j = ` meaning
that I

(
ϕi, ϕ j

)
= ` if ` , 0 and

(
ϕi, ϕ j

)
< E otherwise. The matrix representation allows easier automatic

computations on fault tree. Moving from the basic events to the top event is a successive composition of
boolean functions leading to the structure function of the studied system (see Chapter 4 in (Limnios, 2013)).
To efficiently provide a simplest expression of the structure function has always been an issue in literature.
Regardless to the used method, the main tool to get the structure function remains boolean calculus. In the
following, we recall the aim of the satisfiability approach and we present relatively recent methods for its
implementation.
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2.2 Description of the satisfiability approach
The satisfiability approach consists in getting a polynomial expression of the reliability of a given sys-

tem where the variables are the reliability values of its components (Wang and Williams, 1991; Kamath
et al., 1993; Limnios, 2013; Brinzei and Aubry, 2015; Aubry and Brinzei, 2016; Duroeulx et al., 2017;
Duroeulx et al., 2019). That polynomial expression is obtained via another function called structure func-
tion. Such a function is a boolean expression depending on boolean state variables of the components or
failure events in the system. Hence, a multi-state of the system with n ∈ N∗ components is given as a
boolean vector in {0, 1}n. By the structure of a fault tree it is relatively easy to get the structure function.
However, the conversion of the structure function to the reliability polynomial if more difficult, especially
if the structure function is not reduced to a minimal disjunctive normal form known as ”sum of minimal
ties”. A tie or path set is a multi-state ensuring that the system is functioning. Introducing the partial order
� defined in {0, 1}n by x � y if xi ≤ yi, ∀i = 1, . . . , n, the set {0, 1}n has a lattice structure. Thus, the
expression ”minimal tie” get sense and it is possible to organize the ties in a hierarchical diagram called
Hasse’s diagram. The latter allows to definitely compute the reliability (or satisfiability) polynomial (Aubry
and Brinzei, 2016; Duroeulx et al., 2017). The authors in (Duroeulx et al., 2017) propose two algorithms to
determine the minimal set of tie. The first one consists in browsing the set of ties and identifying minimal
ties set through successive comparison. The set of ties is obtained by putting the structure function under
its disjunctive normal form (sum of minterms). The second algorithm uses the minimal cuts set in order
to get using Hasse’s diagram principle, a reduced set of ties containing minimal ties set. The procedure of
extracting minimal ties set is similar with the first algorithm. We recall that a cut is a multi-state ensuring
that the system fails. Cuts are more natural to get using the disjunctive normal form of negation of structure
function given by the fault tree. Unfortunately, all those algorithms are greedy and can display high com-
plexity either for putting the structure function in a normal form or extracting the minimal set of ties. For
example, if we assume that a n-component system is functioning when at least k components are safe then
the size of the set of ties is (n!/ (k! (n − k)!)) and the complexity order in time of extracting minimal ties set
is (n!/ (k! (n − k)!))2. The complexity order in memory for representing all the multi-states is 2n.

3 Representation and operations in logic functions spaces
In this section, we define logic operations in the set of sets of n-tuple of three level logic operations

(negation, tautology and identity). A subset of {−1, 0, 1}n represents a sum of minterms. For example, the
sets {(1,−1)} and {(0, 1) , (1,−1)} are equivalent to logic functions given respectively by (p, q) 7→ p ∧ ¬q
and (p, q) 7→ q ∨ (p ∧ ¬q). The sets {} and {(0, 0)} denote the functions (p, q) 7→ False and (p, q) 7→ True.
Notice that a n-tuple containing zeros is a compact notation of a larger set of boolean vectors. For example
{(0, 1)} is a compact notation of {(−1, 1) , (1, 1)}. This is and advantage in the determination of minimal cuts
set and minimal ties set.

As said before, we consider the following three elementary logic functions: (1) −1 : Negation, (2) 0 :
Tautology or True, and (3) +1 : Identity. In the following we state some definitions and provide illustrative
examples.

Definition 3.1 Consider sequences x, y ∈ {−1, 0, 1}n. We say that x ≥ y if ∀i = 1, . . . , n, xi ≥ yi and∑n
i=1 (xi − yi) ≤ 1.

Example 3.1

1. (0, 1) ≥ (0,−1) and (0, 1) ≥ (0, 0).
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2. (0, 1) ≥ (−1, 1) and (−1, 1) ≥ (−1,−1), but (0, 1) � (−1,−1) and (0, 1) � (−1,−1).

3. (0, 1) � (−1, 0) and (0, 1) � (−1, 0).

The example 3.1 shows that the binary relation ≤ is reflexive, antisymmetric but not transitive. So ≤ is
not an order. However, ≤ is important to check possibilities to reduce sums of minterms.

Definition 3.2 (Disjunction: OR) Consider sequences x, y ∈ {−1, 0, 1}n. We define the disjunction {x} ∨
{y} = {y} ∨ {x} ⊆ {0, 1}n as the set satisfying {x} ∨ {y} = {x, y} if

∑n
i=1 (xi − yi) > 1, otherwise {x} ∨ {y} = {z}

with zi = xi1{0} (xi − yi). If A, B ⊆ {−1, 0, 1}n then A ∨ B = ∪
(x,y)∈A×B

{x} ∨ {y}.

Example 3.2

1. {(0, 1)} ∨ {(0,−1)} = {(0, 0)}.

2. {(0, 1)} ∨ {(−1, 0)} = {(0, 1) , (−1, 0)}.

3. {(0, 1) , (−1, 0)} ∨ {(−1,−1) , (0, 0)} = {(0, 0) , (−1, 0) , (0, 1) , (−1,−1)}.

Proposition 3.1
According to Definition 3.2, the complexity in time for computing a disjunction A ∨ B is Θ (n |A| |B|) when
A, B ⊆ {−1, 0, 1}n.

Proof 3.1 The proof is based on the fact that the computation of A∨B is strongly related to the enumeration
of the Cartesian product A × B. The evaluation of each element {x} ∨ {y} pass through n comparisons.

Definition 3.3 (Conjunction: AND) Consider sequences x, y ∈ {−1, 0, 1}n. We define the conjunction {x}∧
{y} = {y} ∧ {x} ⊆ {0, 1}n as the set satisfying {x} ∧ {y} = {} if minn

i=1 xiyi = −1, otherwise {x} ∧ {y} = {z} with
zi = max (−1,min (1, xi + yi)). If A, B ⊆ {−1, 0, 1}n then A ∧ B = ∪

(x,y)∈A×B
{x} ∧ {y}.

Example 3.3

1. {(0, 1)} ∧ {(0,−1)} = {}.

2. {(0, 1)} ∧ {(−1, 0)} = {(−1, 1)}.

3. {(0, 1) , (−1, 0)} ∧ {(−1,−1) , (0, 0)} = {(−1, 0) , (0, 1) , (−1,−1)}.

Proposition 3.2
According to Definition 3.3, the complexity in time for computing a conjunction A ∧ B is Θ (n |A| |B|) when
A, B ⊆ {−1, 0, 1}n.

Proof 3.2 The proof is based on the fact that the computation of A∧B is strongly related to the enumeration
of the Cartesian product A × B. The evaluation of each element {x} ∧ {y} pass through n comparisons.

Definition 3.4 (Negation: NOT) Consider a sequence x = (x1, . . . , xn) ∈ {−1, 0, 1}n. We define its negation
such as

¬ {x} = ∪n
i=1,xi,0 {(0, . . . , 0,−xi, 0, . . . , 0)} (1)

If A ⊆ {−1, 0, 1}n then ¬A = ∧
x∈A
¬ {x}.
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Example 3.4

1. ¬ {(0, 0)} = {}.

2. ¬ {(0, 1,−1)} = {(0,−1, 0) , (0, 0, 1)}.

3. ¬ {(0, 1) , (−1, 0)} = {(1,−1)}.

Proposition 3.3

According to Definition 3.4, the complexity in time for computing a negation ¬A is Θ

n |A| + n3
(
n|A|−1 − 1

)
n − 1


when A ⊆ {−1, 0, 1}n.

Proof 3.3 The proof is based on the fact that the negation is an iterative conjunction of elementary disjunc-
tions.

Proposition 3.4
Let A, B,C ⊆ {−1, 0, 1}n. Then the following statements hold.

(i) ¬ (¬A) = A.

(ii) A ∨ B = B ∨ A and A ∧ B = B ∧ A.

(iii) (A ∨ B) ∨C = A ∨ (B ∨C) and (A ∧ B) ∧C = A ∧ (B ∧C).

(iv) A ∨ (B ∧C) = (A ∨ B) ∧ (A ∨C) and A ∧ (B ∨C) = (A ∧ B) ∨ (A ∧C).

(v) ¬ (A ∨ B) = ¬A ∧ ¬B and ¬ (A ∧ B) = ¬A ∨ ¬B.

Proof 3.4 Since logic operations are equivalent to operations on sets, the announced properties holds.
Indeed, negation is equivalent to passage to the complementary, disjunction is equivalent to union and
conjunction is equivalent to intersection.

Definition 3.5 (Conjunction with priority: PAND)
Let

{
Ai, j

}m

i, j=1
⊆ {−1, 0, 1}n and {Pi}

m
i=1 ⊆ R

n with Pi(1) ≤ Pi(2) ≤ . . . , Pi(m) . We define

PAND
({

Ai, A j

}
,
{
Bi, B j

}
,
{
Pi, P j

})
=


Ai ∧ ¬A j ∧ Bi ∧ B j, if Pi < P j

¬Ai ∧ A j ∧ Bi ∧ B j, if Pi > P j((
Ai ∧ A j

)
∨

(
¬Ai ∧ ¬A j

))
∧ Bi ∧ B j, if Pi = P j

, (2)

PAND
(
{Ai}

m
i=1 , {Bi}

m
i=1 , {Pi}

m
i=1

)
= ∧m

i, j=1PAND
({

Ai, A j

}
,
{
Bi, B j

}
,
{
Pi, P j

})
(3)

= ∧m−1
k=1 PAND

({
Ai(k) , Ai(k+1)

}
,
{
Bi(k) , Bi(k+1)

}
,
{
Pi(k) , Pi(k+1)

})
.

Definition 3.6 (Conjunction with sequence: SEQ)
Let

{
Ai, j

}m

i, j=1
⊆ {−1, 0, 1}n and {Pi}

m
i=1 ⊆ R

n with Pi(1) ≤ Pi(2) ≤ . . . , Pi(m) . We define

S EQ
({

A1,1, A1,2, A2,1, A2,2
}
, {P1, P2, }

)
= PAND

({
A1,1, A1,1

}
,
{
A2,1, A2,2

}
, {P1, P2}

)
(4)

S EQ
({

Ai, j

}m

i, j=1
, {Pi}

m
i=1

)
= ∧m−1

k=1

((
∧k
`=1Ak,i(`)

)
∧

(
∧m
`=k+1

(
Pi(k) = Pi(`)

)
∨ ¬Ak,i(`)

))
. (5)
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Definition 3.7 (Standby or SPARE) Let {Ai}
m
i , {Bi}

m
i ⊂ {−1, 0, 1}n. We define

S PARE
(
{Ai}

m
i=1 , {Bi}

m
i=1

)
=

(
∨m

i=1

(
Ai ∧

(
∧m

j=1, j,i¬A j

)))
∧

(
∧m

i=1B j

)
(6)

The PAND, SEQ and SPARE gates correspond to their classical definition in terms of dynamic gates
is the inputs Ais denote the state of entries at a given time t, the inputs Bis denote the state of entries at a
given next time t + dt, and the inputs Pis denote the decremental priorities in the sequence of failures. The
description of existing logic gates is complete here because the possible definition of gate is not exhaustive
when basic gate are already defined 2.

4 Hierarchical calculus of minimal cuts set
In this section we show how the fault tree is converted in a lumped tree and how the minimal set of cuts

is computed hierarchical. Indeed, the nodes of the lumped fault tree are outputs or the gates appearing in the
initial fault tree. Using notations and operations defined in Section 3, it is possible to get a set containing
all the minimal cuts. Assuming that the considered system has n components, the procedure of getting the
lumped fault tree is given by the Algorithm 1.

Algorithm 1 : Lumped Fault Tree
Consecutively number the nodes of the fault tree (components or gates) in such way that each node has
an order greater than its son;
Set N as the number of node;
for (i ∈ {1, . . . ,N − n}) do

Create a node numbered i;
Assign a code (idi, xi+n, yi+n) ∈ IdS et × {0, 1}2N

× RN to the gate numbered i + n depending on its
identifier idi, its input selection (xi) and its priorities (yi);

end for
for (i ∈ {1, . . . ,N − n}) do

for ( j ∈ {1, . . . ,N − n}) do
if (xi+n, j+n = 1) then

Generate directed edges (i, j);
end if

end for
end for

Following Algorithm 1, the lumped fault tree has N − n nodes and necessarily a lower number of edges.

Example 4.1
Consider a dynamic fault tree given by the Figure 1. The considered system has three components. The
circles in blue color represent the state of components since the last event in the system while the circles in
red color represent the current state of components. All the gates are represented with black color.

The reduced associated fault tree is given in Figure 2.

2This justifies according to (Fussell et al., 1974), why MOCUS program only allows AND and OR logic gates
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Bt

At

At+dt

Bt+dt

Ct+dt

PAND ((At, Bt) , (At+dt, Bt+dt) , (PA < PB))

Figure 1: A dynamic fault tree

PAND 1 1 0 0 0 1 1 0 0 0 1 2 0 0 0

OR 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0

Figure 2: Reduced fault tree with coded nodes

Figure 2 corresponds to the Table 1.

Table 1: Logic gates

Order Gate Id Inputs Priorities
Previous state Current state

4 PAND (1, 1, 0, 0, 0) (1, 1, 0, 0, 0) (1, 2, 0, 0, 0)
5 OR (0, 0, 0, 0, 0) (0, 0, 1, 1, 0) (0, 0, 0, 0, 0)

Instead of computing directly the reliability one can first compute the unreliability function given the
minimal cuts set. Determining cuts consists in successive evaluation of logic sets according to the gates
appearing in the fault tree. The corresponding procedure is given in the Algorithm 2.

Example 4.2 Consider the fault tree with the table of gates given in Example 4.1.

V9 =evaluateGate (PAND, {{(1, 0, 0, 0, 0, 0, 0, 0, 0, 0)} , {(0, 1, 0, 0, 0, 0, 0, 0, 0, 0)} ,
{(0, 0, 0, 0, 0, 1, 0, 0, 0, 0)} , {(0, 0, 0, 0, 0, 0, 1, 0, 0, 0)}} , (1, 2, 0, 0, 0))

=PAND ({{(1, 0, 0, 0, 0, 0, 0, 0, 0, 0)} , {(0, 1, 0, 0, 0, 0, 0, 0, 0, 0)}} ,
{{(0, 0, 0, 0, 0, 1, 0, 0, 0, 0)} , {(0, 0, 0, 0, 0, 0, 1, 0, 0, 0)}} , (1, 2))

= {(1, 0, 0, 0, 0, 1, 1, 0, 0, 0) , (0,−1, 0, 0, 0, 1, 1, 0, 0, 0)}

V10 = evaluate (OR, {V9, {(0, 0, 0, 0, 0, 0, 0, 0, 1, 0)}} , (0, 0, 0, 0, 0))
= V9 ∨ {(0, 0, 0, 0, 0, 0, 0, 0, 1, 0)}
= {(0, 0, 0, 0, 0, 0, 0, 1, 0, 0) , (1, 0, 0, 0, 0, 1, 1, 0, 0, 0) , (0,−1, 0, 0, 0, 1, 1, 0, 0, 0)} .

8



Algorithm 2 : Determination of cuts
for (i ∈ {1, . . . , 2N}) do

if (i ≤ N + n) then
Vi =

{(
0, . . . , 0, x j, 0, . . . , 0

)}
;

else
Evaluate Vi ⊆ {−1, 0, 1}2N according to the code (Idi, xi, yi) :

Vi = evaluateGate
(
idi,

{
V j; xi, j = 1

}
, yi

)
;

end if
end for

Proposition 4.1 The set of cuts obtained after applying Algorithm 2 contains all the minimal cuts.

Proof 4.1 The principle of disjunction defined in Definition 3.2 allows when possible to obtained reduced
logic vectors by evaluating all the couples of the corresponding Cartesian product. This reduction is made
possible thanks to the consideration of the elementary contingency value 0.

5 Recursive calculus of reliability polynomial
In this section we show how to use the lumped fault tree to recursively compute the reliability polyno-

mial. Depending on the reliabilities Ris of the components, we aim at computing the unreliability function
U = 1 − R depending on the unreliabilities Ui = 1 − Ri i = 1, . . . , n. This is possible through computing
the minimal cuts set and applying the Hasse’s diagram algorithm described in (Aubry and Brinzei, 2016;
Duroeulx et al., 2017) (see Figure 5 and Figure 1 respectively). We provide here an alternative method to
compute the unreliability polynomial using a set of cuts.

Proposition 5.1 Consider the function τi : {−1, 0, 1}×R→ [0, 1] satisfying τi (0) = 1, τi (−1) = Ri = 1−Ui

and τi (1) = Ui. The unreliability polynomial of the empty set is 1. The unreliability polynomial of a
singleton {(x1, . . . , xn)} is U ({(x1, . . . , xn)}) =

∏n
i=1 τi (xi). The unreliability polynomial of a conjunction

A ∨ B is U (A ∨ B) = U (A) + U (B) − U (A ∧ B). Precisely, if x ∈ A ⊆ {−1, 0, 1}n and B = A \ {x} then
U (A) = U (A) + U ({x}) − U ({x} ∧ B}). Moreover, the complexity in time for computing the unreliability
polynomial of A is Θ

(
n
(
(|A| + 1) 2|A|−1 − |A| −

∑|A|−2
`=1 `2`

))
.

Proof 5.1 As said earlier logic operations are equivalent to operations on sets. Moreover, either reliability
or unreliability are probabilities and using the inclusion-exclusion development3, one has

P
(
∪n

i=1Ai
)

=

n∑
k=1

∑
i1,i2,...,ik

(−1)k−1 P
(
∩k

j=1Ai j

)
. (7)

If Θ (C) is the complexity for computing U (B) then the complexity for computing U (A) is Θ (2C + n |A|).
Indeed, the complexity of computing {x} ∧ B, U ({x}) and U ({x} ∧ B) are respectively Θ (n (|A| − 1)), Θ (n)
and C . By recurrence, the announced complexity is obtained.

3See the book (Limnios, 2013).
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Example 5.1 Consider the fault tree with the table of gates given in Example 4.1. Based on the set of cuts

V10 = {(0, 0, 0, 0, 0, 0, 0, 1, 0, 0) , (1, 0, 0, 0, 0, 1, 1, 0, 0, 0) , (0,−1, 0, 0, 0, 1, 1, 0, 0, 0)}

and letting L (t) denotes the time of the last change in the system before t, the unreliability polynomial is

U (t) =U (V10)
=U ({(0, 0, 0, 0, 0, 0, 0, 1, 0, 0)}) + U ({(1, 0, 0, 0, 0, 1, 1, 0, 0, 0) }) + U ({(0,−1, 0, 0, 0, 1, 1, 0, 0, 0)})
− U ({(0, 0, 0, 0, 0, 0, 0, 1, 0, 0)} ∧ {(1, 0, 0, 0, 0, 1, 1, 0, 0, 0)})
− U ({(0, 0, 0, 0, 0, 0, 0, 1, 0, 0)} ∧ {(0,−1, 0, 0, 0, 1, 1, 0, 0, 0)})
− U ({(1, 0, 0, 0, 0, 1, 1, 0, 0, 0)} ∧ {(0,−1, 0, 0, 0, 1, 1, 0, 0, 0)})
+ U ({(0, 0, 0, 0, 0, 0, 0, 1, 0, 0)} ∧ {(1, 0, 0, 0, 0, 1, 1, 0, 0, 0)} ∧ {(0,−1, 0, 0, 0, 1, 1, 0, 0, 0)}) .

This leads to the reliability polynomial

R (t) = (1 − (1 − R1 (L (t)) (1 − R2 (L (t)))) (1 − R6 (t)) (1 − R7 (t))) R8 (t)
(1 − (1 − R1 (L (t)) (1 − R2 (L (t)))) (1 − R1 (t − L (t))) (1 − R2 (t − L (t)))) R3 (t − L (t)) . (8)

As one can observe in Algorithm 2 and Proposition 5.1 the complexity of computing the unreliability
polynomial is exponential either in time or in memory. In terms of time, the complexity mainly depends
on the size of the set which can be of the order of 4N since the codification of logic vectors is under 2N
bits. The complexity in memory is related to the storage of those logic vector sets. We claim that evaluation
recursively the unreliability polynomial at each node of the lumped fault tree significantly reduces the
complexity. We then propose the Algorithm 3.

Algorithm 3 : Recursive determination of unreliability polynomial
for (i ∈ {1, . . . , 2N}) do

if (i ≤ n + N) then
Evaluate Ui;

else
Set Idi as the identifier of gate numbered i − N;
Set xi as the set of the identifiers of the inputs to the gate numbered i − N;
Set yi as the set of the priorities of the inputs to the gate numbered i − N;
Evaluate Vi ⊆ {−1, 0, 1}|xi | according to (Idi, xi, yi) :

Vi = evaluateGate

idi,

{z ∈ {0, 1}|xi |
}

;
|xi |∑
j=1

∣∣∣z j

∣∣∣ = 1

 , yi

 ;

Evaluate Ui according to Vi and
{
U j; j ∈ xi

}
;

end if
end for

Example 5.2 Consider again the fault tree with the table of gates given in Example 4.1.

• i ∈ {1, 2, 3, 4, 5, 6, 7, 8} : Ui = 1 − Ri

• i = 9 :

10



– x9 = {1, 2, 6, 7}

– y9 = {1, 2}

– V9 :

V9 = PAND ({(1, 0, 0, 0) , (0, 1, 0, 0)} , {(0, 0, 1, 0) , (0, 0, 0, 1)} , (1, 2))
= {(1, 0, 1, 1) , (0,−1, 1, 1)}

– U9 = U1U6U7 +R2U6U7−U1R2U6U7 = (U1 + R1R2) U6U7 = (1 − R1 (1 − R2)) (1 − R6) (1 − R7)

• i = 10 :

– x10 = {8, 9}

– y10 = {}

– V10 :

V10 = OR ({(1, 0)} , {(0, 1)})
= {(1, 0) , (0, 1)}

– U10 = U8 + U9 − U8U9 = 1 − R8R9 = 1 − (1 − R1 (1 − R2)) (1 − R6) (1 − R7) R8

It is then straightforward to get R10 = R = (1 − R1 (1 − R2)) (1 − R6) (1 − R7) R8 as given previously in
Example 5.1.

Theorem 5.1 Assume that the lumped fault tree obtained in Algorithm 1 has m nodes each having n sons.
Then the complexity in time for computing the unreliability polynomial is Θ

(
mn

(
(n + 1) 2n−1 − n −

∑n−2
`=1 `2

`
))

.

Proof 5.2 The proof is based on Proposition 5.1, replacing at each node the term |A| by n. Cumulating the
complexities at each of the m nodes, we get the announced result.

The Theorem 5.1 shows that if the fault tree is rearranged so that the number of entry of each gate is
as small as possible then, although the number of gates (m) increases, the complexity of computing the
unreliability polynomial becomes polynomial and not exponential as it is initially.

6 Conclusion
The main goal of this work was to propose an efficient and effective computational method to evaluate

reliability based on fault trees. Indeed, the recent satisfiability method is costly and seems difficult to
practically implement. Hence, the specific objectives of this work were (1): to define new logic operations
on sets of ”boolean vectors”, (2): to prune fault tree’s leaves and to construct equivalent simplified lattice
structure similar to Hasse’s diagram, and (3): to propose recursive approach of constructing reliability
polynomials.

We successfully achieved the construction of adapted logic operations on sets of three-level numeric
tuples representing logic functions. Those logic operators are equivalent to symbolic calculus of proposi-
tion, but it is easier and synthetic to use them. The proposed logic operators are natural to implement on
computers since they operate on tuples having their components in {−1, 0, 1}. We also succeed in stating
two algorithms permitting respectively to prune given fault tree and to evaluate the minimal set of cuts. Our
last achievement was to provide an algorithm for computing recursively the reliability polynomial having in
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mind that it also to 1 minus the reliability polynomial. It is shown conditionally upon the number of entries
of all logic gates is bounded, that applying the last algorithm to the pruned fault tree makes the complexity
to be polynomial instead of being exponential.

As the immediate perspective of this work, the authors are actively coding a python package for com-
puting reliability polynomial based on dynamic fault trees given as entries. The latter named ”DFT2RP”
will be available very soon on https://pypi.org/ or as an Application Program Interface (API), and it will be
exhaustively documented on https://github.com/.
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