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Abstract

People detection has become crucial in various applications, from security systems and surveillance to retail analytics

and traffic management. With the advent of deep learning, particularly convolutional neural networks (CNNs), we’ve

witnessed significant advancements in object detection accuracy and efficiency. This paper explores the power of

intelligent analytics driven by deep learning for people detection, highlighting its benefits, challenges, and potential

applications. The main aim is to build a people behaviour detection framework through body language, events, objects

around people and their postures to determine the behaviour of people and environment genuinely based on given

attributes like walking (still or moving), sitting (still or fidgeting), running (steady paise or high speed) and standing (still

or fidgeting). These attributes contribute to detecting people’s behaviour from a given input of video sequence, both in

real-time or pre-recorded from MATLAB using three different deep learning algorithms (CNN, You Only Look Once

(YOLO) and Faster region CNN). The results obtained were compared to determine which model best suits people’s

behaviour detection.

1. Introduction: Deep Learning for People Detection, a powerful tool

People detection plays a crucial role in various computer vision applications, enabling tasks such as surveillance, security,

and autonomous navigation. Deep learning, a subfield of machine learning, has revolutionised this field by providing

powerful models capable of accurately detecting humans and objects around them.

1.1. Traditional Approaches vs. Deep Learning

Traditional people detection methods relied heavily on handcrafted features, such as shape, size, and motion patterns.

However, these features can be highly susceptible to noise and variations in illumination. In contrast, deep learning

models learn features directly from data, allowing them to capture complex patterns and variations. afddfggf [1][2][3][4]
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Figure 1. Convolutional Neural network for People detection.

1.2. Deep Learning Architectures

Several deep learning architectures have been developed specifically for people detection. These include:

Convolutional Neural Networks (CNNs) CNNs are the backbone of many image recognition tasks. They consist of

multiple layers of filters and uses Artificial Intelligence (A)I to learn and identify specific features within the image

(Figure 1).

You Only Look Once (YOLO): YOLO is a real-time object detection algorithm that processes the entire image in a single

pass. It predicts bounding boxes and class probabilities for each potential object (Figure 2).

Faster Region-based Convolutional Neural Networks (Faster R-CNN): Faster R-CNN generates region proposals from

the image and then uses a CNN to classify and refine the bounding boxes (Figure 3).
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Figure 2. YOLO for People detection framework.

1.3. Advantages of Deep Learning for People Detection

Despite the advantages of people detection, there are its drawbacks such as:

High Accuracy: Deep learning models can achieve state-of-the-art accuracy in people detection, outperforming

traditional methods by a wide margin.

Robustness: Deep learning models are less sensitive to noise and variations in illumination, making them suitable for

real-world applications.

Real-Time Detection: Architectures like YOLO enable real-time people detection, critical for surveillance and

autonomous systems.

Generalizability: Deep learning models can be trained on large datasets, allowing them to generalize well to different

scenarios and environments.
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Figure 3. Faster Region Convolutional Neural Network for People Detection.

2. Literature Review: Applications of People Detection with Deep Learning

One of the foremost applications of deep learning in people detection is surveillance and security where people detection

is essential for monitoring public spaces, detecting intruders, and preventing crime. The aspect enhances security benefits

by keeping crime sequences and prevention protocols [5][6][7][8][9][10][11]. Autonomous vehicles in deep learning models are

one of the applications of people detection which are used in autonomous vehicles to detect pedestrians and other road

users, ensuring safe navigation. Autonomous vehicles (AVs) are rapidly becoming a reality, promising safer and more

efficient transportation. But at the heart of this technological revolution lies a crucial component "people detection". AVs

must be able to accurately perceive and interpret their surroundings, especially the presence and behaviour of

pedestrians and other road users [12][13][14][15][16][17][18]. From sensors to sophisticated algorithms, AVs rely on a suite of

sensors, including cameras, LiDAR (Light Detection and Ranging), and radar, to gather data about their environment. This

data is then processed by powerful algorithms that analyze the scene and identify potential threats, including people.

Even if there are advantages in people detection, there are also some challenges such as accurately detecting people in a
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dynamic environment which presents several challenges such as:

Occlusion: People can be partially or fully hidden by objects, making them difficult to detect.

Variable Appearance: People come in different shapes, sizes, and clothing, and can be moving or stationary.

Lighting Conditions: Varying light levels can significantly impact sensor performance.

Weather: Rain, snow, and fog can obscure visibility and hinder detection.

To overcome these challenges, researchers are exploring innovative approaches such as deep learning for Neural

networks (NN) which are trained on massive datasets to learn complex patterns and make accurate predictions about

people’s presence and movements. Multi-sensor fusion (MSF) combines data from multiple sensors, such as cameras

and LiDAR, to provide a more comprehensive and robust understanding of the environment with contextual information by

leveraging information about the environment, such as road markings and traffic signals, which can help to refine people

detection algorithms [19][20][21][22][23][24][25][26]. Going beyond detection requires understanding human behaviour, the

future of AVs lies not just in detecting people, but in understanding their intentions and predicting their actions. This

involves analyzing body language, facial expressions, and even pedestrian behaviours to anticipate potential

risks [27][28][29][30][31].

2.1. The Impact on Safety and Efficiency

Accurate people detection is paramount for the safety and efficiency of AVs. By reducing accidents caused by human

error, AVs have the potential to drastically improve road safety. They can also optimize traffic flow by adapting to

changing conditions and anticipating potential bottlenecks. The development of advanced people detection systems is

transforming the way we interact with our environment. AVs are not only shaping the future of transportation, but also

driving innovation in other fields, like robotics, security, and healthcare. Looking ahead, one can envision AV technology

continuing to evolve, people detection algorithms will become even more sophisticated and reliable. The integration of

artificial intelligence and machine learning will create a future where AVs can navigate complex environments with

unprecedented accuracy and safety, paving the way for a more efficient and human-centric future for

transportation [32][33][34][35][36].

One of the realistic safety and efficient impacts is the retail analytics for people detection which can provide insights into

customer behaviour, track foot traffic, and optimize store layout. The healthcare aspect of deep learning for people

detection can assist in patient monitoring, fall detection, and medical image analysis. The crowd control aspect uses

algorithms that can help manage crowds, prevent overcrowding, and ensure safety during large events.

Deep learning has emerged as a powerful tool for people detection. Its ability to learn complex features and its robustness

to variations make it an ideal choice for a wide range of applications, from surveillance and security to autonomous

vehicles and healthcare. As technology continues to advance, we can expect even more sophisticated and accurate

people detection models in the future. Deep learning algorithms, specifically CNNs, excel at extracting complex features

from images and videos. This ability enables them to accurately identify and localize people in diverse scenarios, even

with varying poses, lighting conditions, and occlusions.

Qeios, CC-BY 4.0   ·   Article, July 29, 2024

Qeios ID: 5SRR92   ·   https://doi.org/10.32388/5SRR92 5/14



2.2. Applications of Intelligent People Detection

There is a vast amount of experience in the convenience of ’Hey Google’ or ’Alexa,’ where devices respond to users’

voices. But behind the scenes, much more is happening, and intelligent people detection is playing a crucial role. This

technology, fueled by advancements in artificial intelligence (AI) and computer vision, is revolutionizing various industries,

enhancing security, streamlining operations, and ultimately improving our lives. While the benefits of intelligent people

detection are undeniable, it’s crucial to address ethical concerns surrounding data privacy and potential misuse.

Implementing robust data security measures, transparent data usage policies, and responsible AI development are

essential to ensure this technology is used ethically and for the betterment of society. As AI technology continues to

advance, intelligent people detection will become even more powerful and ubiquitous. By harnessing its potential

responsibly and addressing ethical concerns, one can unlock a future where this technology enhances our safety,

convenience, and overall quality of life {m/35,36,39?/}.

Intelligent analytics powered by deep learning has revolutionized people detection, leading to more accurate, efficient, and

adaptable solutions across diverse industries. While challenges remain, ongoing research and development are paving

the way for even more robust and intelligent systems that will shape our future interactions with technology. By addressing

ethical concerns and leveraging the potential of deep learning, we can harness its power to create safer, more efficient,

and more insightful environments. These are some of the objectives of this paper; as a contribution to the field of

research, this paper has highlighted the disadvantages and provides ways of developing and building people detection

strategies that not only detect people in an unguarded environment but also their behavioural qualities such as attributes

that make a genuine individual based on body gestures and stance. The preceding sections discuss more on the methods

and results.

3. Method: Applying Deep Learning Models for People Detection

People behaviour detection is a challenging task, as it requires the ability to understand the complex interactions between

people and their environment. Traditional methods for people behaviour detection, such as hand-crafted features and rule-

based systems, are often unable to capture the subtle nuances of human behaviour. CNNs, on the other hand, can learn

these nuances from data, making them a more powerful tool for people behaviour detection.

3.1. Using CNN for People Behaviour Detection

There are several different ways to apply CNNs to people’s behaviour detection. One common approach is to use a pre-

trained CNN model (Figure 1), such as VGGNet or ResNet, and then fine-tune the model on a dataset of people

behaviour videos (Matlab videos). This approach can be effective for tasks such as recognising gestures, detecting falls,

and tracking people in a scene. The CNN model is pre-trained and can be used to detect people behaviour in new videos.

The model was run on a frame-by-frame basis, and it can output a probability distribution over the possible behaviours.
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This probability distribution is used to classify the behaviour of the people in the video.

3.2. Using YOLO for People Behaviour Detection

To train the YOLO model for people behaviour detection, a large dataset of images and corresponding labels from

MATLAB archive was required. The data include a variety of people performing different actions, such as walking,

running, jumping, sitting, and interacting with objects. Preprocessing involves cleaning the data, resizing images, and

annotating them with bounding boxes around the people.

3.3. Model Training

The YOLO model is trained on the preprocessed dataset using a deep learning framework such as TensorFlow. The

model learns to identify the presence of people and objects in their surroundings and classify their behaviour based on the

visual features extracted from the input images. Once the model was trained, it was evaluated on a validation set to

assess its accuracy and generalization performance. One of the common evaluation metrics used is the mean average

precision (MAP) and intersection over union (IoU). These metrics measure the model’s ability to correctly detect and

locate people, as well as its precision in classifying their behaviour and behaviour of objects in their suroundings, this is

done also for the CNN model.

Applying YOLO for people’s behaviour detection is a powerful and versatile approach that can be leveraged across a

range of domains. By utilizing preprocessed data, training the model effectively, and evaluating its performance, it is

possible to develop accurate and real-time systems that can identify and classify human behaviour with high precision.

3.4. Applying Faster Region Convolutional Neural Network (F-RCNN) for People Behaviour Detection

Faster R-CNN uses a single-shot object detection algorithm that combines the power of deep CNNs with region proposal

networks (RPNs). RPNs generate candidate object bounding boxes, which are then refined using a CNN-based classifier

and regressor. Faster R-CNN has been widely adopted for human pose estimation, action recognition, and people

behaviour detection.

The dataset from the MATLAB archive was collected that includes videos or images capturing people performing various

behaviours like the one used for CNN and preprocessing the data by resizing, cropping, and normalizing the inputs.

Feature extraction focused on deep features from the input data. The features represent high-level semantic information

about the people’s appearance, pose, and motion, and generate candidate object bounding boxes for people in the input.

The region refinement and classification uses a regressor to refine the candidate bounding boxes and classify the people

based on their behaviours such as ’walking,’ ’running,’ ’sitting,’ or ’talking’, to predict the best possible attribute of a

genuine person.

Applying Faster Region-based Convolutional Neural Networks (Faster R-CNN) for people behaviour detection offers a

powerful and efficient approach to accurate and real-time behaviour recognition. Its end-to-end training and high accuracy
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make it a promising tool for various computer vision applications in security, human-computer interaction, and healthcare.

The three models were then compared on different epochs and analysed, the results for the three models were compared

and discussed in the following result section.

4. Result: Comparing the three models

People behaviour detection is a challenging task in computer vision, with applications in surveillance, healthcare, and

human-computer interaction. Convolutional Neural Networks (CNNs), You Only Look Once (YOLO), and Faster RCNN

are the three popular deep learning architectures that have been successfully applied to this problem in this paper.

The following table (Table 1) compares the three architectures in terms of accuracy, speed, and complexity:

Architecture Accuracy Speed Complexity

CNN High Slow High

YOLO Medium Fast Low

Faster RCNN High Medium High

Table 1.

CNNs are well-suited for image recognition tasks with convolutional layers, each of which learns to extract specific

features from the input image. The output of the convolutional layers is then typically fed into a fully connected layer,

which makes the final prediction.

CNNs are very effective for people and object behaviour detection. Figure 4a and 4b show detection objects in a dark

scene from a video sequence as predicted abnormal behaivour. Figure 5c shows an image of a person not detected as

abnormal or normal but objects and environment around detected as exhibiting predicted abnormal behaviour.
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Figure 4. 1st sequence of detected and predicted images of both foreground and background scene of people and

objects’ behaviour around them.

The YOLO model is a single-shot object detection algorithm that requires multiple forward passes through the network to

make a prediction, YOLO predicts a single pass. This makes YOLO much faster than CNNs, but it can also lead to a

decrease in accuracy. YOLO is effective for people detection, but it is not as accurate as CNNs. However, YOLO is much

faster than CNNs, making it a good choice for applications where speed is important. Figure 5b and 5b show detected

running child in a dark scene as normal behaviour and objects as predicted abnormal, the foreground image detection of

objects in a dark scene as exhibiting predicted abnormal behaviour.
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Figure 5. 2nd sequence showing detected and predicted images of both foreground and background scenes of people

and objects’ behaviour around them.

Faster RCNN uses a two-stage object detection module that generates a set of candidate object proposals. The second

stage of object detection classifies each proposal and refines its bounding box. Faster RCNN is more accurate than both

CNNs and YOLO, but it is also slower. This makes Faster RCNN a good choice for applications where accuracy is

important, but speed is not a major concern. Figure 6c and 6d indicate the performance of F-RCNN in both training and

Qeios, CC-BY 4.0   ·   Article, July 29, 2024

Qeios ID: 5SRR92   ·   https://doi.org/10.32388/5SRR92 10/14



testing sets shows the highest tracking accuracy of 100%, while the performance of YOLO and CNN test sets show the

highest tracking accuracy of 100% and 0.80%.

Figure 6. Performance of Tracking operation characteristics for image detection using CNN, YOLO and Faster RCNN.

5. Conclusion

The choice of which architecture to use for people behavior detection depends on the specific requirements of the

application. If accuracy is the most important factor, then a CNN or Faster RCNN is a good choice. If speed is the most
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important factor, then YOLO is a good choice.
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