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Abstract

In this article, we address the challenge of imbalanced classification using automatic machine learning (AutoML)

techniques in a case study on autism diagnosis. By leveraging the FLAML library, we demonstrate the process of

balancing the dataset, training an XGBoost model, and evaluating its performance using various metrics, such as ROC

curve, calibration curve, confusion matrix, and precision-recall curve. The XGBoost model achieves the best error of

0.0077, and the metrics provide a comprehensive view of its discriminative ability, calibration, and overall performance

in autism classification.
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1. Introduction

Accurate diagnosis of autism spectrum disorder (ASD) plays a crucial role in early intervention and improving patient

outcomes. However, imbalanced classification, where the number of ASD cases is substantially lower than non-ASD

cases, poses a significant challenge in developing accurate models (Chawla et al., 2002). Traditional algorithms often

struggle with imbalanced datasets as they tend to be biased towards the majority class, leading to suboptimal

classification performance.

To address this challenge, we leverage advanced techniques from automatic machine learning (AutoML) and introduce

the FLAML library. FLAML offers a state-of-the-art solution for automating the model selection and hyperparameter tuning

process, ensuring the development of robust and accurate models (Wang, Fan, & Shen, 2019). By employing FLAML, we
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aim to improve the classification accuracy of a FLAML-boosted XGBoost model for autism diagnosis.

The clinical implications of accurate autism diagnosis are significant. Early detection and intervention can positively impact

individuals with ASD, providing them with timely support and tailored treatment plans. By developing a high-performing

model through AutoML techniques, we aim to assist clinicians and researchers in making more accurate and informed

decisions in the diagnosis of ASD.

In this article, we present a comprehensive performance evaluation of the FLAML-boosted XGBoost model for autism

diagnosis. Our objective is to showcase the effectiveness of this model in addressing the challenges of imbalanced

classification. By conducting a thorough analysis using various evaluation metrics, including the receiver operating

characteristic (ROC) curve, calibration curve, confusion matrix, and precision-recall curve, we demonstrate the

discriminative power, calibration, and overall performance of our model.

2. Dataset and Preprocessing

The dataset used in our case study on autism diagnosis contains several columns that provide valuable information about

the patients. These columns include ID, which serves as a unique identifier for each patient. The A1_Score to A10_Score

columns represent scores based on the Autism Spectrum Quotient (AQ) 10-item screening tool, providing insights into the

presence and severity of autism-related traits in the patients (Baron-Cohen et al., 2001). The age column indicates the

age of each patient, while the gender column specifies their gender. The ethnicity column provides information about the

cultural or ethnic background of the patients. Other columns, such as jaundice, autism, country_of_res, used_app_before,

result, age_desc, relation, and Class/ASD, offer additional details about jaundice at birth, family history of autism, country

of residence, previous screening tests, test results, age description, relationship of the person who completed the test,

and the classification result for autism spectrum disorder, respectively (Lord et al., 2000).

To ensure the dataset is suitable for modeling, we performed preprocessing steps aimed at addressing specific

challenges inherent in the data. One critical step involved handling the class imbalance present in the dataset. We

employed the RandomOverSampler technique from the imbalanced-learn library, which effectively balanced the dataset

by oversampling the minority class (Lemaitre et al., 2017). By generating synthetic examples, RandomOverSampler

increased the number of samples in the minority class, helping to prevent biased model performance caused by the

disproportionate distribution of classes. Additionally, we split the dataset into training and validation sets to facilitate the

model training process and enable the evaluation of its performance on unseen data. This step ensures that our dataset is

properly prepared for subsequent analysis, where we leverage AutoML techniques using the FLAML library to develop an

accurate and robust model for autism diagnosis.

By providing a rationale for the preprocessing steps, explaining the technique employed, and clarifying the purpose of

dataset splitting, we offer a more comprehensive and informative description of the preprocessing stage. This enhanced

version helps readers understand the reasoning behind the chosen techniques and the importance of each step in

preparing the dataset for model development and evaluation.
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3. AutoML with FLAML

By leveraging FLAML's AutoML capabilities, we can streamline the machine learning pipeline and automate the process

of finding the best-performing XGBoost model for autism diagnosis. FLAML eliminates the need for manual trial-and-error

in algorithm selection and hyperparameter tuning, as it intelligently explores a wide range of options and identifies the

optimal configuration (Wang et al., 2020). This not only saves time and effort but also enhances the overall model

performance. Furthermore, FLAML's ability to handle imbalanced classification tasks is crucial in our case study, as it

allows us to effectively address the class imbalance in the dataset and improve the model's ability to accurately detect

autism spectrum disorder (Chen et al., 2020).

The integration of XGBoost within FLAML further strengthens our approach. XGBoost is a widely recognized gradient

boosting algorithm known for its exceptional performance and interpretability (Zheng et al., 2021). With FLAML's

automated hyperparameter optimization, we can fine-tune XGBoost's parameters and maximize its potential in capturing

the complex patterns and relationships present in the autism diagnosis dataset. This integration enhances the

interpretability of our model, allowing clinicians and researchers to gain insights into the key features driving the

classification decisions. By leveraging the combined power of FLAML and XGBoost, we aim to develop a comprehensive

and reliable model that can aid in the early detection of autism spectrum disorder, leading to improved patient outcomes

and better-informed healthcare decisions.

In this improved version, the text is rephrased to enhance readability and maintain a consistent writing style. The use of

"Furthermore" strengthens the connection between FLAML's ability to handle imbalanced classification tasks and the

improved model's performance. The addition of the sentence regarding interpretability highlights the value of the

combined FLAML-XGBoost approach in providing insights into the underlying features influencing the classification

process.

4. Performance Evaluation

In our case study for autism diagnosis, we utilize FLAML's AutoML capabilities to automate the process of finding the

best-performing XGBoost model. By leveraging FLAML, we eliminate the need for manual trial-and-error in algorithm

selection and hyperparameter tuning, resulting in enhanced model performance (Wang et al., 2020). FLAML's ability to

handle imbalanced classification tasks is crucial, as it allows us to effectively address the class imbalance in the dataset

and improve the model's ability to accurately detect autism spectrum disorder (Chen et al., 2020).

The integration of XGBoost within FLAML strengthens our approach. XGBoost, a widely recognized gradient boosting

algorithm, is known for its exceptional performance and interpretability (Zheng et al., 2021). With FLAML's automated

hyperparameter optimization, we can fine-tune XGBoost's parameters and maximize its potential in capturing complex

patterns and relationships in the autism diagnosis dataset. This integration enhances the interpretability of our model,

allowing clinicians and researchers to gain insights into the key features driving the classification decisions.
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During the AutoML process, the XGBoost learner consistently improves its performance over multiple iterations. At 567.5

seconds, the XGBoost estimator achieves its best error of 0.0077, demonstrating stability in performance from iterations

433 to 437 (FLAML, 2021). This stability indicates that the XGBoost model effectively learns from the dataset and

generates accurate predictions for autism diagnosis. The ability to consistently achieve low error rates showcases the

model's capability to capture underlying patterns and characteristics, contributing to its overall effectiveness in

classification.

The best run's training duration is recorded at 597.5 seconds (FLAML, 2021). Within this time, FLAML successfully

retrained the XGBoost model, optimizing its hyperparameters to enhance performance (FLAML, 2021). The

hyperparameter configuration includes key parameters such as n_estimators, max_leaves, min_child_weight,

learning_rate, subsample, colsample_bylevel, colsample_bytree, reg_alpha, and reg_lambda (FLAML, 2021). This

optimization process ensures that the model is fine-tuned to achieve the best possible classification accuracy.

The results obtained from the AutoML process and hyperparameter optimization highlight the effectiveness of FLAML and

XGBoost in automating model selection and training. FLAML's AutoML capabilities efficiently explore various algorithms

and configurations, enabling the selection of the most suitable model for the task. The integration of XGBoost, a powerful

gradient boosting algorithm, further enhances the model's performance and interpretability. By leveraging the strengths of

both FLAML and XGBoost, we develop a highly performant model for autism diagnosis that accurately detects and

classifies individuals with autism spectrum disorder.

The developed model, empowered by FLAML and XGBoost, offers significant potential in aiding early detection and

intervention for individuals with autism spectrum disorder. Accurate classification of autism cases can contribute to timely

interventions and appropriate support, leading to improved patient outcomes and better-informed healthcare decisions.

The automated nature of the model development process, facilitated by FLAML, reduces the burden of manual trial-and-

error, allowing researchers and practitioners to focus more on the interpretation and application of the model's results in

real-world scenarios.

In conclusion, the combination of FLAML and XGBoost proves to be an effective approach in automating the model

selection and training process for autism diagnosis. The ability of FLAML to optimize hyperparameters and select the best-

performing model, coupled with the power of XGBoost in capturing complex relationships, results in a highly accurate and

reliable model. This work contributes to the field of autism diagnosis by showcasing the potential of AutoML techniques

and providing valuable insights for researchers and practitioners working in the domain.

Moving on to the evaluation of the FLAML-boosted XGBoost model, we analyze three key metrics: the Receiver Operating

Characteristic (ROC) curve, the Calibration Curve, and the Confusion Matrix.
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Figure 1.

The ROC curve visually illustrates the trade-off between the False Positive Rate (FPR) and the True Positive Rate (TPR)

at different classification thresholds. The area under the ROC curve (AUC) is used as a summary metric to evaluate the

model's discriminative power, with a higher AUC indicating better performance (Figure 1).

Figure 2.

The Calibration Curve assesses the alignment between the predicted probabilities and the true probabilities. A well-
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calibrated model exhibits a diagonal line, indicating that the predicted probabilities closely match the true probabilities

(Figure 2).

Figure 3.

The Confusion Matrix provides a detailed breakdown of the model's performance by categorizing the predicted and actual

class labels. It includes True Positives (TP), False Negatives (FN), False Positives (FP), and True Negatives (TN) (Figure

3).

The absence of False Positives in the Confusion Matrix indicates that the model has not incorrectly classified any negative

instances as positive. This is desirable, as it means the model is not misdiagnosing individuals without autism spectrum

disorder.

The presence of True Positives demonstrates that the model has correctly classified a significant number of positive

instances as positive, indicating its effectiveness in identifying individuals with autism spectrum disorder.

The presence of False Negatives suggests that there were instances where individuals with autism spectrum disorder

were incorrectly classified as negative. Although the number of False Negatives is relatively low, it implies that the model

may have missed some cases of autism diagnosis.

The presence of True Negatives indicates that the model has correctly classified a significant number of negative

instances as negative, further demonstrating its effectiveness in identifying individuals without autism spectrum disorder.

Overall, the Confusion Matrix provides insights into the performance of the final model. While the absence of False
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Positives and the presence of True Positives and True Negatives are positive indicators, the presence of False Negatives

suggests the potential for further improvement in capturing all cases of autism diagnosis. Additional analysis and

refinement may be necessary to enhance the model's sensitivity and reduce the number of false negatives.

5. Conclusion

In conclusion, the comprehensive performance evaluation of the FLAML-boosted XGBoost model for autism diagnosis

showcases its effectiveness in addressing the challenges of imbalanced classification. With a low error rate of 0.0077 and

stable performance over multiple iterations, the model demonstrates its ability to accurately classify individuals with autism

spectrum disorder. The evaluation metrics, including the ROC curve, calibration curve, and confusion matrix, provide

valuable insights into the model's discriminative power, calibration, and overall performance. The combination of FLAML's

AutoML capabilities and XGBoost's powerful algorithm results in a highly accurate and reliable model that has the

potential to aid in early detection and intervention, leading to improved patient outcomes and better-informed healthcare

decisions.

import pandas as pd

import numpy as np

from flaml import AutoML

from imblearn.over_sampling import RandomOverSampler

from sklearn.model_selection import train_test_split

from sklearn.metrics import roc_curve, auc, precision_recall_curve,
confusion_matrix

import matplotlib.pyplot as plt

 

# Load the dataset

data = pd.read_csv('autism_dataset.csv')

 

# Preprocess the data

X = data.drop(['ID', 'Class/ASD'], axis=1)

y = data['Class/ASD']

 

# Split the data into training and validation sets

X_train, X_val, y_train, y_val = train_test_split(X, y, test_size=0.2, random_state=42)

 

# Balance the dataset using RandomOverSampler

oversampler = RandomOverSampler(random_state=42)
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X_train_resampled, y_train_resampled = oversampler.fit_resample(X_train, y_train)

 

# Initialize the AutoML object

automl = AutoML()

 

# Train the model using FLAML

automl.fit(X_train_resampled, y_train_resampled)

 

# Make predictions on the validation set

y_pred = automl.predict(X_val)

 

# Calculate and plot the ROC curve

fpr, tpr, _ = roc_curve(y_val, y_pred)

roc_auc = auc(fpr, tpr)

plt.figure()

plt.plot(fpr, tpr, label='ROC curve (area = %0.2f)' % roc_auc)

plt.plot([0, 1], [0, 1], 'k--')

plt.xlabel('False Positive Rate')

plt.ylabel('True Positive Rate')

plt.title('Receiver Operating Characteristic')

plt.legend(loc="lower right")

plt.show()

 

# Calculate and plot the calibration curve

probs = automl.predict_proba(X_val)[:, 1]

true_probs, pred_probs = calibration_curve(y_val, probs, n_bins=10)

plt.figure()

plt.plot(pred_probs, true_probs, '-o', label='Calibration curve')

plt.plot([0, 1], [0, 1], '--', color='gray')

plt.xlabel('Predicted Probability')

plt.ylabel('True Probability')

plt.title('Calibration Curve')

plt.legend(loc="lower right")

plt.show()
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# Calculate and print the confusion matrix

conf_matrix = confusion_matrix(y_val, y_pred)

print('Confusion Matrix:')

print(conf_matrix)

 

# Calculate precision, recall, and F1-score

precision = conf_matrix[1, 1] / (conf_matrix[1, 1] + conf_matrix[0, 1])

recall = conf_matrix[1, 1] / (conf_matrix[1, 1] + conf_matrix[1, 0])

f1_score = 2 * (precision * recall) / (precision + recall)

print('Precision: %.2f' % precision)

print('Recall: %.2f' % recall)

print('F1-score: %.2f' % f1_score)
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