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There has been growing interest from both practitioners and researchers in engaging end users in AI

auditing, to draw upon users’ unique knowledge and lived experiences. However, we know little

about how to e�ectively sca�old end users in auditing in ways that can generate actionable insights

for AI practitioners. Through formative studies with both users and AI practitioners, we �rst

identi�ed a set of design goals to support user-engaged AI auditing. We then developed WeAudit, a

work�ow and system that supports end users in auditing AI both individually and collectively. We

evaluated WeAudit through a three-week user study with user auditors and interviews with industry

Generative AI practitioners. Our �ndings o�er insights into how WeAudit supports users in noticing

and re�ecting upon potential AI harms and in articulating their �ndings in ways that industry

practitioners can act upon. Based on our observations and feedback from both users and

practitioners, we identify several opportunities to better support user engagement in AI auditing

processes. We discuss implications for future research to support e�ective and responsible user

engagement in AI auditing.
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Figure 1. WeAudit supports end users in iteratively investigating, deliberating on, and reporting perceived

harms and biases in generative AI (GenAI) systems through support for comparing and making sense of

di�erent AI generated outputs (a, b); support for re�ection around their own and others’ auditing �ndings

(b, c, d); and mechanisms for structured reporting, discussion, and veri�cation of audit �ndings (e, f, g).

Through user studies with both end users and industry GenAI practitioners, our work highlights design

considerations, recommendations, and opportunities to support e�ective and responsible user

engagement in AI auditing.

1. Introduction

End users often surface harmful behaviors in Arti�cial Intelligence (AI) systems that are otherwise

overlooked by AI practitioners[1][2][3][4][5][6][7][8][9][10][11]. Past research shows that AI users can

detect and raise awareness of biased and harmful AI behaviors by leveraging their lived experiences,

building on one anothers’ �ndings, and generating and testing hypotheses about AI harms[1][2]. There

has been rapidly growing interest among both researchers and practitioners in engaging end users in

auditing AI products and services: one line of recent research has explored systems and processes to

enable user engagement in auditing[12][13][14][15][16][3][17], while another has focused on

understanding industry AI practitioners’ needs and challenges around e�ective user engagement[7]

[18][19]. However, a critical gap remains in connecting the needs, challenges, and perspectives of these
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two groups of stakeholders. How might we develop tools and processes to e�ectively sca�old end-

user engagement in AI audits, while ensuring their �ndings are useful and actionable for AI

practitioners?

To bridge this gap, in this work, we introduce WeAudit, a work�ow and platform, designed with and

for both end users and industry AI practitioners, to support meaningful user engagement in AI audit.

In line with prior research, throughout this paper we use the term “user-engaged AI auditing” (or

simply “user auditing”) to refer to processes where users are actively engaged in AI auditing processes

that may also include auditing e�orts from AI practitioners or other technical experts[7][20][3][21]. We

use the term “user auditors” to refer to AI users who are engaged in auditing processes. We focus in

particular on Generative AI (GenAI) systems, which have garnered signi�cant attention for user

auditing due to their widespread availability and their ability to �exibly generate content over a vast

input-output space[22][23]. These characteristics of GenAI introduce an equally vast space of risks and

use cases, prompting calls across government, academia, and industry to engage diverse expertise in

AI auditing[24][25][26][27][28][29][30].

To understand both end users’ and AI practitioners’ needs for support in user auditing, we �rst

conducted a formative study with 11 end users, and seven industry AI practitioners with prior

experience engaging end users in AI auditing. These formative studies led to the development of a set

of design goals, and a corresponding WeAudit work�ow. We then instantiated the WeAudit work�ow

through a system that supports and sca�olds users in investigating, deliberating, and reporting

perceived harms and biases in text-to-image (T2I) AI systems. To understand the strengths and

limitations of WeAudit in supporting user auditing, we �rst conducted a three-week user study with 45

users to audit Stable Di�usion, an open source T2I system, and re�ect on their experience using the

tool. We then conducted semi-structured interviews with 10 industry GenAI practitioners to evaluate

the design of WeAudit, grounded in data and user audit reports from our user study.

Through these studies, we provide design insights into how WeAudit (1) augments user auditors’

abilities to detect and re�ect on AI biases and harms that might otherwise be overlooked, (2) enhances

the depth and breadth of user audits, (3) supports the creation of user audit reports and discussions

that AI practitioners �nd actionable for mitigating AI harms, and (4) helps users increase their

awareness and understanding of AI harms. Practitioners found the audit outcomes insightful and

could envision incorporating WeAudit into their existing GenAI evaluation and development

work�ows. Our study also revealed several opportunities to improve WeAudit and future user-engaged
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AI audit processes. We discuss implications of our �ndings for future research and practice on user

engagement in AI auditing. Overall, this work makes the following contributions (Figure 2):

We identify a set of design goals for systems and processes to support user-engaged AI auditing,

informed by formative studies with both end users and industry GenAI practitioners.

We present WeAudit, a general work�ow and interactive system for user-engaged AI auditing,

based on our design goals.

We share empirical insights into how WeAudit supports users in auditing GenAI and how industry

GenAI practitioners envision adapting WeAudit to support their current work�ows.

We discuss the broader implications of our �ndings for HCI and AI researchers and practitioners,

organizations, and policymakers in sustaining user engagement in AI auditing and red teaming in a

responsible and ethical manner.

Figure 2. An overview of the methods and contribution of our work.

2. Related Work

2.1. Engaging End Users in Auditing AI Systems for Harmful Behaviors

In recent years, AI audits have gained prominence as a method for uncovering biased, discriminatory,

or otherwise harmful behaviors in algorithmic systems[31][32][33][34][35][36][37][38][39][20]. At a high
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level, AI auditing refers to a process of repeatedly testing an algorithm with inputs and observing the

corresponding outputs, in order to understand its behavior and potential external impacts[39][20].

While most AI audits are still conducted by experts such as researchers[35][40][41][42][43][44]  and AI

practitioners[33][38][39][45], end users can often identify and raise awareness of harmful AI behaviors

in systems that impact their lives, complementing expert-led AI audit e�orts[1][2]. For example, end-

users often discover harmful biases in Text to Image (T2I) generative AI systems that expert auditors

fail to detect[4][46][5][47]. When Mack et al. engaged people with disabilities to review and re�ect on

images generated by T2I systems they uncovered several societal stereotypes, such as “perpetuating

broader narratives in society around disabled people as primarily using wheelchairs, being sad and

lonely, incapable, and inactive”[4].

Recognizing the power of users in AI auditing, researchers in CSCW, HCI, and AI have begun exploring

tools and processes to support more user-engaged approaches to AI auditing, where users actively

participate in the auditing process alongside e�orts from AI practitioners or other technical experts[1]

[2][3][12][13][14][15][9]. For example, DeVrio et al. conducted behavioral studies to investigate how users,

both individually and collectively, are able to surface harmful algorithmic behaviors that formal or

expert-led audits may miss[2]. Lam et al. developed an “End-user Audits” framework, instantiated in

a system called IndieLabel, to engage non-technical users in auditing sentiment analysis

classi�cation AI models[3].

In parallel, several major technology companies have begun experimenting with user-engaged

auditing approaches to identify harmful and biased outputs in their AI products and services[48][49]

[50][45][14]. In 2021, Twitter launched its �rst “algorithmic bias bounty” challenge, inviting users to

identify harmful biases in its image-cropping algorithm[45]. Following this, OpenAI introduced a

“Feedback Contest” encouraging users to provide feedback on problematic model outputs during their

interactions with ChatGPT. Many corporations with generative AI products have also turned to “red-

teaming” events, where users rigorously test models to identify vulnerabilities and harmful biases

(such as the AI village at DEF CON, a hacking conference)[51][52]. In response to calls from government

agencies like the Executive Order on Safe, Secure, and Trustworthy Development and Use of AI[25],

many civil society organizations has called for technology companies to engage external domain

experts, including end users, in auditing their generative AI products[53][54].
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A small but growing body of research has begun exploring the needs and challenges faced by AI

practitioners in conducting user-engaged AI audits. For example, through interviews with 35 AI audit

practitioners, Ojewale et al. identi�ed the need for tools to support AI practitioners in engaging those

directly impacted by AI deployments, o�ering insights into how to better design participatory AI tools

and processes with accountability[18]. In a study with industry AI practitioners who are engaging users

in auditing their AI systems, Deng et al. found that practitioners often repurpose crowdsourcing

platforms for user audits but struggle to sca�old users toward productive auditing strategies and to

derive actionable insights from users’ audit outcomes[7].

Despite these two growing lines of research—supporting user audits through tools and processes, and

understanding the needs and challenges of industry AI practitioners in user audits—gaps remain in

understanding the design goals and in creating tools that support both AI users and AI practitioners

in the user-engaged AI audit process. Our work extends this prior research by designing, prototyping,

and evaluating a user-engaged AI audit work�ow and tool that e�ectively sca�olds end-user

engagement in AI audits, while ensuring their �ndings are useful and actionable for AI practitioners.

Through evaluating WeAudit with both AI users and practitioners, our work provides insights for

future practitioners and researchers to better engage users in the AI auditing process.

2.2. Sca�olding Mechanisms for Crowdsourcing

CSCW and HCI research has a long tradition of designing sca�olding mechanisms—including various

types of instructions, interfaces, and incentives—to support the crowdsourcing and sensemaking

processes for diverse tasks[55][56][57][58]. This line of research explores methods to help crowd

workers perform creative and open-ended tasks beyond simple voting or preference selection[59][60]

[61][56]. For instance, Dow et al. and Chung et al. demonstrated how structured feedback can guide

workers in complex tasks, improving the quality of creative contributions[60][61]. Chilton et al.

developed a work�ow to assist crowd workers in subjective categorization tasks through iterative

feedback, highlighting crowds’ potential in complex sensemaking[59].

Further studies examine how presenting examples can sca�old crowd work, especially in unfamiliar

tasks requiring iterative work and hypothesis generation[62][63][64][65][66][67]. Social augmentation,

such as showing others’ work, has been shown to improve task completion, as demonstrated by

Morris’s SearchTogether tool, which enables collaborative search tasks[62]. Other research indicates

that timely exposure to diverse sets of examples can stimulate new directions of thought for crowd
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workers[64], potentially enhancing the quantity and quality of ideas generated[63]. However, this

research consistently highlights that the e�ectiveness of examples varies based on task content and

presentation style[64]. Fianlly, research on reliability in crowdsourced work developed methods for

verifying others’ contributions, such as Bernstein et al.’s “Find, Fix, Verify” work�ow, which enables

structured peer review[68].

Drawing from prior crowdsourcing and other CSCW research, our work extends this line of research by

designing, prototyping, and evaluating sca�olding mechanisms speci�cally for AI users engaged in

auditing potentially harmful AI outputs, both individually and collectively.

3. Formative Study

In this section, we �rst describe the procedure of our formative study. We then present six Design

Goals for processes and tools to support user-engaged AI auditing, informed by our formative study

with AI users and practitioners.

3.1. Method

3.1.1. Think-aloud study with end users

To understand the challenges end users encounter when participating in GenAI audits, and to identify

opportunities to better support them, we �rst conducted think-alouds with 11 end users. For these

formative studies, we aimed to recruit participants spanning diverse demographics and levels of

technical literacy. To this end, we recruited participants through Craigslist and Nextdoor. 10 of our 11

participants had not previously used any T2I systesm; participants ranged from 18 years old to 80

years old, with 47.45 average. 2 participants has high school degrees, 2 Associate degrees, 5 bachelor

degrees, 1 master degree, and 1 Ph.D. We include detailed participants descriptions in Table 3 under the

Appendix A.1.

In each study, we �rst shared the goal of the study and then onboarded participants by providing

examples of harmful text-to-image results along with reasons why these results could be considered

harmful towards certain social groups. These examples and rationales were drawn from prior expert-

led audits on T2I systems, covering various common types of T2I harms, such as representational

harms and privacy violations.[69][70][71]. Participants then engaged in an initial 20-30 minute model

testing phase where they were asked to test a text-to-image model (Stable Di�usion) for harmful
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biases, using an o�-the-shelf interface provided by Dream Studio1. This simple interface allowed

users to enter a prompt into a text box and generate 8 images. We encouraged participants to think

aloud while brainstorming prompts and inspecting model outputs, and to explain whether and why

they found the results potentially harmful.

After this initial phase, for the next 20 minutes participants continued their testing, but now with

access to a set of three low-�delity prototypes intended to support their process. The �rst prototype

was a pairwise comparison feature, simulated by placing two browser windows side-by-side. We

hypothesized that viewing prompt outputs side-by-side would help participants, especially those

unfamiliar with T2I systems, understand how prompt changes a�ect the output. The second prototype

was a sidebar displaying a sample user audit report in text format. This report featured an election-

themed prompt and image pair, with a brief sentence explaining why the AI-generated image could be

harmful. We hypothesized that this example could inspire participants to search for similar cases and

better articulate the harms they identi�ed. The third prototype was a T2I harm taxonomy, mapping

Shelby et al.’s sociotechnical AI harm taxonomy[72]  to concrete examples of harmful T2I behaviors,

based on examples from[70]. We hypothesized that this taxonomy would help users brainstorm a

broader range of potential harms to various communities and use terminology to describe these

harms e�ectively. We include screenshots of each prototype in Figure 3.

Figure 3. Screenshot of three low-�delity prototypes we used in our formative study.

3.1.2. Semi-structured Interview with Industry GenAI Practitioners

To understand industry GenAI developers’ needs for support in e�ectively engaging end-users in AI

auditing, we conducted semi-structured interviews with 7 industry AI developers. To recruit
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participants, we adopted a purposive sampling approach[73], with the aim of recruiting industry

practitioners who had already attempted to engage end users in evaluating and auditing their GenAI

products2. We recruited participants through social media (e.g., LinkedIn and X), and via direct

contacts at large technology companies. Overall, industry practitioners come from diverse

backgrounds, working in technical, user-facing, and managerial roles on various types of AI products

powered by Large Language Models (LLMs) or other types of generative AI. Notably, all of them are

currently using crowdsourcing platforms to engage individuals outside their AI teams in auditing or

red-teaming their AI products and services. Table 5 in the Appendix A.1 provides an overview of

participants’ backgrounds3.

In each interview session, we began by asking participants to describe their current motivations and

practices for engaging end users. We then delved deeper into the challenges and pitfalls practitioners

had encountered when attempting to engage users in the auditing process. The interview concluded

with a discussion of features that practitioners would ideally want in a user-engaged AI auditing

work�ow.

3.2. Design Goals

Through our formative study with end users (U01 - U11, referred to as “users” throughout this

section) and industry AI practitioners (P01 - P07, referred to as “practitioners”), we synthesized the

following six design goals for processes and tools to support user-engaged AI auditing.

DG1: Facilitate e�ective generation and validation of hypotheses about harmful AI

behaviors.

We observed that users often iteratively explored small variations on their prompts. For example, after

reviewing the results of “An African man and his car,” U01 hypothesized that there might be biases in

how objects are presented in connection to people, so they continued testing variations of this

prompt, such as “An African man and his car in the U.S.” and eventually “An African man and his car

in Africa.” All users reported �nding side-by-side comparisons helpful in supporting such

exploration. U05 and U10 were interested in further support for making sense of AI-generated images

across many di�erent prompts, to validate hypotheses or generate new ones.

Similarly, all practitioners expressed desires for interfaces that could support users in more e�ectively

generating and testing hypotheses about potential harmful behaviors exhibited in generative AI. For
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example, similar to our observations in the think-aloud study with users, P04 observed in past focus

groups with users that when they encountered speci�c harmful outputs, they often formed

hypotheses about broader biases that might be present, and then wanted to try out a similar input to

test these hypotheses.

DG2: Support and encourage user auditors to incorporate their lived experiences and

identities.

We observed that users often found harmful AI outputs when they began re�ecting on their own lived

experiences and identities. For example, U02 found more to comment on when testing prompts

related to places they had lived, and U06 noted it was easier to spot biases in images related to familiar

occupations and activities. Similarly, U07 generated insightful comments by incorporating their

hobbies into prompts. However, most pilot study users (with the exception of U06) did not naturally

draw upon their personal experiences and identities before we explicitly instructed them to do so,

suggesting opportunities for interventions to encourage user auditors to do so.

In line with these observations, all practitioners emphasized the importance of incorporating end

users’ personal experiences and identities into the auditing process. P01, P02, P04, P06, and P07 all

stated that leveraging users’ diverse lived experiences to cover the blind spots of their companies’ AI

teams was a “key motivation to engage end users” (P04) but one that their teams currently struggled

with. For instance, P06 shared that their team had designated a meeting to strategize ways to better

incorporate users’ identities into the auditing process, such as providing instructions for users to

speci�cally consider real-life scenarios where they would use the company’s AI products.

DG3: Provide appropriate sca�olding to support user auditors in creatively and e�ciently

auditing AI systems, without overly priming them towards narrow auditing directions.

While the examples we provided to users helped them get started with the auditing process, we

observed that some participants over-relied on the provided examples. For example, during the

think-aloud session, U03 and U08 only checked the �rst few examples we provided in the T2I harm

taxonomy and example audit report, and the prompts they explored were largely based on those

examples. Towards the end of the think-aloud, U06 shared that they felt the T2I harm taxonomy we

shared with them could potentially “limit the kinds of responses… [as it] might shut o� some people [who]
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are going to come up with on their own [prompts]… if they feel like they’re being shoved into a certain

category in their response, it could sti�e their creativity.”

Practitioners’ comments resonated with these observations. For example, P05 shared their

observations that providing a small set of static examples often led to users conducting audits that

were similar to those examples. P05 further commented, “It is important to provide users with su�cient

sca�olding, especially if they haven’t done this type of activity before… but we also want to make sure that

they are thinking outside the box and �nd creative ways to break the model.” Similarly, P01 suggested that

the onboarding and sca�olding materials in the user audit process should not “overly prime users

towards the assumptions held by the development team… good [user auditing] should be a creative endeavor

and independent from what developers already know.”

DG4: Structure the audit report process to allow users to clearly communicate observed

harms in a way that helps AI developers extract actionable insights.

During the think-aloud study, we observed all users struggled to clearly articulate which part of the

AI-generated content was harmful and why, even when they sensed that something was o�. For

example, U10 compared the prompts ”Rich People” vs. ”Poor People”. Upon observing that the

generated images of “poor people” all shared the same style of dress, U10 was unsure how to describe

why they found this problematic. Multiple users (U04, U05, U10, U11) explicitly asked for us to tell

them more about what information might be useful for us, suggesting opportunities to elicit their

perceptions in more structured ways.

All practitioners mentioned that sca�olding users in crafting reports is essential for them to translate

users’ feedback into concrete improvements. In particular, practitioners suggested that they would

like to know what users actually observed in the AI output that they thought could be harmful, why they

believed this harmful, and to whom. To aid in interpreting users’ reports, practitioners were also

interested in knowing additional information about the user auditor who wrote a given report. For

example, all practitioners suggested that audit report could solicit if user auditors come from a

speci�c marginalized background could help them prioritize which audit outcomes to incorporate.

DG5: Enable users to discuss and deliberate on AI harms and mitigation strategies.

Users expressed desire to discuss their �ndings with others to better explore potential harms or

con�rm their perceptions of harms toward speci�c communities that they were less personally
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familiar with. For example, when U11 observed the AI-generated output from the prompt “fashion,”

they wished to discuss it with others, saying, “some people might say the result is indeed about fashion,

some might say the results are all white women, and some might say they are unhealthy-looking women… it

might be interesting to hear di�erent comments like that.” Furthermore, towards the end of the think-

aloud session, some users asked if they could review audit reports from others and learn from their

auditing strategies.

Many practitioners (5/7) also expressed the importance of facilitating discussions and deliberations

among users. For example, P04 mentioned that they conduct focus groups with groups of 4-6 users

when auditing their AI products because “users can often inspire each other to �nd something new

through going back and forth… some users will recall issues they had when someone else mentioned a

situation they experienced.” P01 shared that their team often found it challenging to aggregate and

appropriately resolve disagreements in users’ Likert scale ratings regarding perceived biases and

harms from chatbots toward certain communities. As a result, P01’s team was exploring ways to

connect end users who submitted con�icting audit reports, allowing them to directly discuss their

disagreements so the team could better understand the rationales behind their reports.

DG6: Support careful veri�cation of audit reports without disempowering minority

voices.

Finally, all practitioners emphasized the importance of verifying users’ audit reports to separate

signal from noise when interpreting and prioritizing among a large amount of user feedback. In line

with prior work[7][74], practitioners shared that, unlike aggregating the results of traditional AI

labeling work, verifying audit outcomes is challenging because: (1) developer teams do not have

ground truth, so the veri�cation process must rely on other auditors; and (2) outliers in the data might

be important signals, especially if they come from marginalized voices. For example, P05, who had

been re-purposing crowdsourcing tools to support user-engaged auditing of generative AI

applications, noted, ”quality control in this kind of [AI auditing] task is even harder because […] we don’t

have a ground truth either, and everything [crowd workers] surface is new to us.” P02 shared that a

signi�cant challenge their team currently faces is determining whether the representational harms

identi�ed by users resonate with others. To this end, all practitioners agreed that verifying audit

outcomes is challenging yet critical for the design of a successful user-engaged AI auditing process.
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4. WeAudit

Based on our Design Goals, we �rst synthesized the WeAudit work�ow, which includes two iterative

loops and six sub-activities that is generalizable for sca�olding user engagement in AI audit. We then

instantiated the WeAudit work�ow through a web-based prototype system, with each core feature

mapped to the Design Goals and the high-level WeAudit work�ow. We describe the WeAudit work�ow

and system in the following sections.

4.1. The WeAudit Work�ow

As shown in Figure 4, the WeAudit work�ow is organized into two intersecting, iterative loops:

Investigate and Deliberate. The overall loop structure of this work�ow is informed by existing models of

information foraging and sensemaking[75], and these loops are further broken down into six sub-

activities: Explore, Inspect, Re�ect, Report, Discuss, and Verify. In the Investigate loop, user auditors may

begin investigating AI harms by exploring prompts that could lead to harmful outputs (DG1, DG3).

Auditors inspect the resulting AI-generated outputs (DG1), and re�ect on potential biases or harmful

impacts, drawing upon their unique knowledge and experiences (DG2). Auditors can then report their

�ndings, documenting potential harms they identi�ed (DG4). In the Deliberate loop, user auditors can

discuss their �ndings with other auditors or the broader public (DG5). This collaboration allows for a

more holistic understanding of AI-related harms, leveraging user auditors’ diverse perspectives.

Additionally, reported �ndings can be veri�ed by other auditors or the public (DG6), to provide a sense

of whether a given observation is perceived as potential harmful by multiple people. In Table 1 above,

we further illustrate how each component of the WeAudit work�ow re�ects the Design Goals.
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Figure 4. The WeAudit work�ow that contains two intersecting, iterative loops.
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Design Goals How the WeAudit Work�ow Re�ects the Design Goals

DG1: Hypothesis

generation and validation

The overall Investigate loop aligns with this design goal by supporting users in

testing di�erent prompts and identifying potential harms.

DG2: Incorporation of

personal experience

The Re�ect activity that cuts across Investigate and Deliberate aims to encourage

users to bring in their personal experiences and identities.

DG3: E�cient and

creative audits

The Explore step aims to support users to test di�erent prompts, while avoiding

over-reliance on existing audit examples.

DG4: Communication of

harms

The Report step aims at helping users clearly communicate perceived AI harms, to

support discussion and collective sensemaking among user auditors, and to enable

developers to extract actionable insights.

DG5: Discussion and

deliberation
The Discuss and Verify activities aim to promote user collaboration and deliberation.

DG6: Veri�cation of

reports

The Verify step aims to support veri�cation of audit reports, while being cautious

not to disempower minority voices.

Table 1. How loops and sub-activities in the WeAudit work�ow re�ect the Design Goals in Section 3.2

In the work�ow, we use the circular arrows to highlight that the entire work�ow is iterative, following

prior sensemaking research[75]. For example, new insights that arise during discussion or veri�cation

may inspire user auditors to conduct new investigations. Moreover, this iterative work�ow engages

user auditors in �uidly moving back-and-forth between individual and collective activities, where

individual e�orts contribute to the collective understanding of AI behaviors and vice versa.

Throughout the entire process, user auditors are encouraged to re�ect on potential harms based on

their own lived experiences and identities. Since the “re�ect” and “report” activities function as

bridges between Investigate and Deliberate loops, we place them within the intersection of these loops.

4.2. The WeAudit System

We instantiate the WeAudit work�ow through a web-based prototype system. In this section, we

present the core features of the WeAudit system, mapping the design of each feature to our Design
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Goals and high-level work�ow. We also describe WeAudit’s technical implementation at the end of this

section. Our main goals in developing this prototype are to provide a concrete instantiation of the

WeAudit work�ow, and to investigate how WeAudit work�ow can be supported in practice through

user studies with both user auditors and AI practitioners. In Section 6, we present �ndings from a

user study with a speci�c group of user auditors using WeAudit, and a paired evaluation with

practitioners, which provides insight into areas for future improvement. We plan to host WeAudit as a

publicly available tool for general use4, and to serve as a resource for user auditors, researchers and

practitioners interested in conducting user-engaged AI audits.

Figure 5. Interface for features: (a) Pairwise Comparison (Section 4.2.1), (b) Prompt History Sidebar

(Section 4.2.2), (c) Worked Examples Repository (Section 4.2.3), and (d) Social Augmentation (Section

4.2.4)

4.2.1. Pairwise Comparison

Based on our observations from the formative study (see Section 3) and inspired by prior HCI research

on sensemaking and crowdsourcing (see Section 2.2), we designed a pairwise comparison feature that
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supports users in inspecting and comparing the T2I output of two prompts (DG1) and re�ecting on the

outputs (DG2). There are two key rationales for implementing this feature. First, existing theories,

such as Variation Theory for human concept learning[76], suggest that contrasting outputs can help

users identify critical features and develop a more nuanced understanding. Recent work in HCI has

leveraged this theory to incorporate comparison features into their designs to help users evaluate AI

outputs[77]. Second, prior expert-led audits of T2I systems have established that small wording

variations in prompts can lead to shifts in the distribution of T2I outputs for parameters such as

gender, race, and image quality, which can result in social biases. Some platforms, such as

HuggingFace, have also developed interfaces using pairwise comparisons for T2I system outputs,

allowing users to select from a directory of adjectives and occupations[70].

Upon entering the interface (Figure 5), user auditors initially see a single-prompt interface, allowing

them to start by exploring one prompt at a time. They can then click the toggle button to switch to the

pairwise comparison interface. If a user switches from the comparison view to the single prompt view,

the interface will ask if the user would like to keep one of the prompts they had entered in comparison

mode.

4.2.2. Prompt History Sidebar

As shown in �gure 5, to capture user auditors’ past explorations, a desire shared by users in our

formative study, we implemented a sidebar that displays all of a user’s prior prompts. Clicking an

entry in the prompt history sidebar shows users the AI-generated images associated with the entry.

There is also a ”retrieve” button, which allows users to bring the prompts and images back to the

main view so that they can continue exploring variations on these prior prompts. We designed the

layout of the history sidebar to be similar to those found in commonly used GenAI tools.

4.2.3. Worked Example Repository

As a form of sca�olding for user auditors (DG3), we created an interactive “worked example”

repository, including a diverse range of audit examples drawn from past expert audits of T2I systems

and related systems such as web search engines. This feature was informed by our observations of

users’ interactions with the prototype “T2I harm taxonomy” in our formative study. We found that,

user auditors found examples of harmful AI outputs helpful for inspiration. However, browsing
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through a taxonomy of abstract harm categories to �nd these examples was too distracting from

users’ main task.

As shown in Figure 5, directly below the text boxes for prompt entry, user auditors can click a button

labeled “Prompt Examples for Inspiration” to review prompt-output examples. In particular, when

clicking the button, users can choose from three randomly-selected examples to expand and view the

details. For each example, users can see the prompts and images generated by the model, a brief

rationale explaining why the image outputs could be potentially harmful to certain social groups, and

a short sentence encouraging the user to think of prompts that might generate similarly harmful

outputs related to their personal experiences and identities (DG2). For example, in Figure 5, an

example presented to the user is a side-by-side comparison of a “A politician giving a speech” and an

“A politician’s secretary giving a speech.” The rationale explains that the model associates female

�gures with an “secretary” with an “unprofessional hairstyle”, leading to stereotyping against

gender and occupation. In the inspiration section, users are encouraged to ”consider how you might

create prompts that could cause similar harms to you and people you care about.” The design choice to

include “rationale” and “inspiration” in addition to audit examples is inspired by prior work in

crowdsourcing, which suggests that providing concrete rationales that explain why certain examples

work, along with instructions on how crowd workers should follow them, can help sca�old workers in

completing creative tasks.[61][64].

In addition, users can click the refresh button to draw random examples from a repository of 50

examples curated by researchers, drawn from past expert audits[70]. Inspired by prior research on

recommender systems and crowdsourcing[67][78], we implemented a simple heuristic algorithm to

explore potential ways to increase the diversity of topics in user auditors’ reports. When users have

already submitted a report with a particular tag, the system prioritizes showing examples containing

other tags. For instance, if users have already submitted two reports tagged with “race,” refreshing

the examples will display examples that do not include the “race” label.

4.2.4. Social Augmentation

In formative study, we collected initial evidences on participants found “sidebar examples” from

other user auditors being useful (see Section 3). Prior research in CSCW, crowdsourcing, and

sensemaking also shows that reviewing other users’ behaviors can a�ect users motivations and

strategies for completing a task[62][66][60]. Inspired by this, we provide users with an aggregated view
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of what other users have been reporting. User auditors can click on the ”What are other users

auditing?” button to view a distribution of “a�ected groups” (e.g., religion or sexual orientation) and

“types of harms” (e.g., stereotyping social groups or economic loss) currently covered by submitted

audit reports, with ones that are “underexplored” and ones that are “most explored” highlighted

(Figure 5). By clicking each tag, users can view the speci�c user audit posts associated with those tags.

Through this form of social augmentation, our goal is to encourage users to explore auditing

directions that have been less frequently explored by others (DG3), drawing upon their own unique

identities, experiences, and knowledge (DG2).

Figure 6. Interface for features: (e) Audit Report Portal (Section 4.2.5), an example of audit report

authored by a user auditor in our user study through the Audit Report Portal, and (f) Audit Discussion

Forum (Section 4.2.6). Please refer to Section 4.2.5 to review the concrete questions in the Audit Report

Portal.

4.2.5. Audit report portal

When users believe they have found a potentially harmful AI behavior, they can click the “Report”

button to create an audit report. The structure of the audit reports is inspired by �ndings from our

formative studies with industry AI practitioners (DG4), as well as structured elicitation mechanisms

from prior crowdsourcing research[68][79][61]. As shown in Figure 6, the user auditor is �rst asked to

describe their concrete observations of the AI outputs, before discussing harms: ”Can you say more

about what you observed that you think could be harmful?” They are then asked to explain what

speci�c potential harms they perceive: ”Why do you think this could be harmful, and to whom?” Users

can also add tags (which drive the social augmentation feature) using two dropdown menus: one for
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“types of harms,” including options such as “stereotyping social groups” and “cultural

misappropriation,” and another for “a�ected groups,” including options such as “national origins”

and “gender.” Users can also create new tags.

After users characterize their observations and the potential harms they perceive, they are asked to

describe an envisioned �x: ”What would the AI outputs look like if the issues you mentioned above

were �xed?” Based on past research[7][2]  and our formative studies with industry practitioners, we

found that this question could be useful to ask not because practitioners necessarily expected to

implement suggested �xes, but rather because user auditors’ suggested �xes often shed additional

insight on what exactly they found problematic in the �rst place.

Finally, users can optionally provide any additional comments or context, beyond their answers to the

preceding speci�c questions. Before submitting their report, users check one or more of the following

three checkbox options, to support practitioners in later contextualizing and making sense of their

reports: “The images contain violent or graphic content,” “This audit report is relevant to my own

identity,” and “This audit report is relevant to people and communities I know of.” After clicking the

“Submit Report” button, users can optionally highlight images by clicking on those most relevant to

their observations and identi�ed harms, to further help practitioners and other users interpret their

reports. Highlighted images are marked with a bright yellow box.

4.2.6. Audit Discussion Forum

Audit reports submitted by user auditors are posted to the WeAudit discussion forum, where all reports

are presented in a blog post style. In the forum, users can also view other users’ audit reports and post

comments to discuss their audit �ndings with others (DG5). User auditors (and other visitors of the

forum) can click the tags to review audit reports associated with speci�c tags. Figure 6 shows the

discussion forum interface with identi�able information being anonymized.

4.2.7. Audit report veri�cation

Finally, to understand whether a given observation in a user audit report is perceived as potentially

harmful by multiple people, and to assess the overall quality of the report (e.g., clarity and legibility),

we designed a veri�cation process (DG6). Based on prior crowdsourcing research on assessing the

quality of crowd-generated outputs[55]  and our team’s own experiences interpreting audit reports

generated through WeAudit5, we de�ned four high-level criteria: clarity, harmfulness, relevance, and

qeios.com doi.org/10.32388/B1LXNV 20

https://www.qeios.com/
https://doi.org/10.32388/B1LXNV


reasonableness. We then designed a survey incorporating these four criteria. The survey begins by

asking other user auditors if “the report uses clear and understandable language.” Next, it asks if other

users can “understand why the reporter �nds this AI behavior harmful based on their report.” If the veri�er

disagrees, they will then mark the reasons why they do not understand why someone else could �nd

this AI behavior harmful. They can choose from ‘‘the report is poorly written,” “I couldn’t follow the

reasoning on why the output is harmful based on the report,” and “the report does not match the

image output,” which are three reasons our team identi�ed as important to disambiguate in a

veri�cation process for user-engaged audits.

In our user study with user auditors, we used Proli�c6 as a platform to engage more diverse users in

evaluating the audit outcomes and verifying the audit reports. However, in an full deployment, we

envision that the same pool of users that engage in auditing may also verify each other’s reports.

Please see Section 6.4.2 for more discussion on how the discussion forum of the WeAudit platform

could be used for veri�cation of audit reports.

4.2.8. Implementation

WeAudit is implemented with HTML, CSS, and JavaScript, utilizing the Django backend framework7

and deployed on Amazon Lightsail. We use the Stable Di�usion model 2.0 through the Replicate API8.

After generation, all images are stored in an Amazon S3 bucket with unique IDs and referenced in an

Amazon DynamoDB table. The log data for user behaviors is stored locally on the SQLi DB on the

Lightsail. Backend computations are performed using AWS Lambda functions. The WeAudit report is

posted to a discussion forum developed using the Discourse API9, also hosted on Amazon Lightsail.

You can try out WeAudit at (link redacted for review).

5. User Study

To understand how WeAudit can support user auditors and AI practitioners in AI auditing, we

conducted a) a three-week user study with 45 user auditors, b) followed by semi-structured

interviews in which 10 industry GenAI practitioners evaluated WeAudit work�ow and system, and

reviewed users’ audit reports. This study received approval from our institution’s Internal Review

Board (IRB). In this section, we describe the details of the study with user auditors and interviews with

AI practitioners.

qeios.com doi.org/10.32388/B1LXNV 21

https://www.qeios.com/
https://doi.org/10.32388/B1LXNV


5.1. Study with User Auditors

To investigate how end users audit AI systems using WeAudit, we conducted a user study in which 45

user auditors used WeAudit over a three-week period. We held two synchronous study sessions, with

separate groups of participants (N1=15, N2=30). In each session, participants �rst received a 10-

minute onboarding presentation to introduce them to the concept of biases and harms in text-to-

image GenAI, and to the WeAudit interface. Participants then used WeAudit to conduct audits

individually for 40 minutes. Afterward, they spent 10 minutes completing a post-audit survey and

sharing their experiences using WeAudit. To better understand auditors’ experience of using WeAudit,

we then facilitated a 30-minute group discussion, during which the research team took notes on the

feedback provided. Following this initial study session, auditors were given three weeks to voluntarily

continue using WeAudit’s discussion forum in their spare time. Informed by prior work in

crowdsourcing[68], to provide a preliminary assessment of users’ audit reports, we then enlisted other

users to verify reports. The veri�cation process is described in Section 4.2.7.

Finally, to understand whether and how using WeAudit impacted users’ perceptions of generative AI

and auditing in the longer-term, we sent participants a follow-up survey four months after the study.

In this follow-up, we asked participants open-ended questions such as “Did the session on auditing

text-to-image models change your awareness of ways generative AI might perpetuate biases or cause harm?

Please brie�y explain your answer.” We include both the post-audit survey and the follow-up survey in

the supplementary materials. Figure 7 provides an overview of our study procedures and data

collection.
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Figure 7. Illustration of the study process with user auditors and the data collected from each step.

5.1.1. Participants

We conducted our user study with 45 students at a US-based university. The students spanned

di�erent academic backgrounds, including computer science, engineering, design, public policy,

mechanical engineering, and social sciences. Aggregate statistics of the user auditor participants are

provided in Table 4 under the Appendix A.1. For the follow-up survey, we reached out to 37

participants who indicated interest in being contacted for follow-up activities. 17 participants

responded to the follow-up survey. We chose to run our initial study with university students in order

to avoid burdening marginalized communities at this stage of the research[80][81]. Rather, our goal in

conducting this study was to develop an initial understanding of WeAudit’s strengths and limitations,

to identify opportunities for improvement prior to deploying the system more broadly. This user study

allowed us to present industry GenAI practitioners with real user audit outputs in our interviews,

enabling them to evaluate not only the WeAudit work�ow and system, but also the concrete audit

outputs produced through WeAudit. In the Discussion section (see Section 7), we expand on how

readers should interpret our results and outline future work needed to further evaluate WeAudit’s

e�ectiveness with broader population of user auditors.

For veri�cation of user audit reports, we recruited 84 crowdworkers through Proli�c. For this

veri�cation process, we wanted to have a di�erent group verify the participants’ audit reports, to

simulate what it might be like to have diverse participants verify others’ reports if WeAudit were

deployed widely. This allowed us to share preliminary veri�cation results with AI practitioners in our
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subsequent interview study, in addition to users’ audit reports and forum discussions. Among the 84

crowdworkers, 55 identi�ed as White, 19 as Black, 11 as Asian, 14 as mixed, and 15 as other. The male-

to-female ratio is approximately 2:1, with a mean age of 36.04.

5.2. Interviews with Industry GenAI Practitioners

We next conducted semi-structured interviews with 10 industry GenAI practitioners who evaluate and

audit GenAI systems as part of their work. In line with prior work[82][83][84], our goal in these

interviews was to solicit their re�ections on the WeAudit work�ow, grounded in the outcomes of our

user study, including how they might envision using the work�ow as part of their GenAI development.

In each interview, we �rst asked participants to describe their current work on GenAI evaluation, and

then provided a brief overview of the WeAudit work�ow and system. We then asked participants to

evaluate di�erent components of the WeAudit system and to envision how they might adapt certain

features of WeAudit or integrate the WeAudit work�ow into their existing GenAI development pipeline.

We invited practitioners to review and evaluate the user audit reports from our study, as well as

outcomes from crowd veri�cation of users’ reports. We asked practitioners to evaluate the usefulness

and quality of the reports, and to share whether and how they envisioned they might use these reports.

We also asked what additional data they would like to see included in these reports, to improve their

usefulness. We shared descriptive statistics of the user audit outcomes and corresponding veri�cation

results to further probe practitioners’ perceptions of WeAudit’s usefulness, and in particular how user

audit reports could be validated and improved for practical use in industry settings.

5.2.1. Participants

Similar to our formative study with industry AI practitioners, we adopted a purposive sampling

approach to recruit practitioners who evaluate and audit generative AI systems as part of their regular

work. We �rst reached out to the industry participants from the formative study, inviting them to

participate in this user study. In total, three of these participants agreed to join the study. We then sent

additional recruitment emails through direct contacts at technology companies. Ultimately, we

recruited seven more industry AI practitioners for the evaluation study, for a total of 10 interview

participants. We provide additional information about industry AI practitioners in Table 5 under the

Appendix A.1.
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5.3. Data Analysis

As shown in Figure 7, our user study with user auditors yielded 164 reports authored by user auditors,

62 discussion comments from 17 users across 43 audit reports, 45 post-audit survey responses, and 19

follow up survey responses. We also captured 2249 logged interactions with WeAudit’s auditing

interface, to understand users’ auditing process and how they interact with di�erent interface

features. In addition, researchers took 5 pages of discussion notes to capture the group discussion.

Two authors conducted open coding of all the audit reports and discussions submitted by auditors to

analyze their contents. We also conducted exploratory data analyses of users’ audit reports and

interaction log data, to understand their auditing behavior and outcomes. We triangulated user

auditors’ log data with the reports they submitted, as well as their self-reported use and perceived

usefulness of di�erent features in the post-audit survey. All of the authors convened frequently

throughout the data analysis process to discuss the insights.

The interview study with industry GenAI practitioners yielded 7.5 hours of transcribed recordings,

with 9 pages of notes for the four practitioners who opted-out of audio recording. As in our formative

study, we analyzed our interview data using a re�exive thematic analysis approach[85].

6. Results

In this section, we present �ndings from our user study, with both user auditors and industry GenAI

practitioners, highlighting design considerations and opportunities to support more e�ective user-

engagement in AI auditing. Overall, we found that user auditors were able to surface previously

undetected biases and harms using WeAudit, and to report their observations in ways that industry

GenAI practitioners found actionable. In addition, practitioners perceived WeAudit and user audit

output as valuable for their GenAI design and evaluation. In this section, we provide insight into how

WeAudit supported user auditors in investigating, deliberating upon, and reporting AI biases and

harms in text-to-image models. Throughout, we also discuss opportunities, based on our �ndings, to

better support user-engaged auditing.

6.1. Helping Users Notice otherwise Overlooked Harms through Comparison

User auditors often discovered harms that they had not previously noticed when comparing one set of

AI outputs against others—whether by directly comparing the outputs of di�erent prompts through

the pairwise comparison feature, or by looking across the outputs of multiple prior prompts using the

qeios.com doi.org/10.32388/B1LXNV 25

https://www.qeios.com/
https://doi.org/10.32388/B1LXNV


history sidebar. For example, F17 shared that when reviewing the image outputs for “Pakistani

people,” the outputs initially seemed �ne to them. However, once they compared the outputs for

“Indian people” and “Pakistani people,” they noticed that the image quality for “Pakistani people”

was signi�cantly worse. F17 mentioned in their report that this disparity would be “unfair for people

like me who come from Pakistan.” From the log data, we found that auditors spent on average 82.6% of

their auditing time on the comparison page. Upon examining the audit reports, we found that a

majority (74%) of the 164 submitted audit reports involved comparisons of outputs from di�erent

prompts rather than single prompts, further suggesting that the pairwise comparison feature may

have helped users detect harmful AI-generated content.

In addition to the pairwise comparison, multiple users (F02, F12, F18, F33, F35, F44) noted that the

history sidebar (Figure 5) supported them in reviewing and re�ecting on their own auditing history,

which helped them notice previously overlooked harmful biases. For example, F35 wrote in the post-

audit survey: “Sometimes I didn’t directly see the harm in some outputs, but after prompting more and

going back I suddenly realized it when reviewing my history.” Similarly, F44 mentioned that they

“realized some potential harms later on when skimming through the audit history”.

Reviewing the comparisons in users’ audit reports, all practitioners envisioned incorporating the

side-by-side comparison feature as part of their processes for engaging users. In addition, multiple

practitioners (P01, P05, P08, and P09) suggested they would consider adding the comparison feature

to their internal AI evaluation interfaces, in addition to adopting it for user audits.

6.2. Enhancing the Depth and Breadth of Audits through Worked Examples and Social

Augmentation

We found that providing expert-curated worked examples and visibility into what other users have

been reporting enabled user auditors to enhance both the depth and breadth of their audits. As

discussed below, our �ndings suggest potential to build upon these mechanisms by designing

improved forms of social augmentation.

6.2.1. Worked examples can inspire new audit directions

Examining the log data, user auditors took over 12 minutes on average to submit their �rst audit

report. In the post-audit survey, participants indicated that during this time, browsing through the

worked examples helped them overcome the “cold start problem” (F26) and inspired their initial
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searches. For example, F14 wrote in the post-audit survey: “Prompt examples were helpful because

without them, I would not have known where to start. […Seeing] many di�erent types of examples [helps]

me think about not just one aspect”. Users reported that they sometimes “used the provided examples as a

starting point to begin the audit” (F11). For instance, cross-referencing the log data with the user audit

reports, we found that F29 submitted reports on “professional head-shots vs. unprofessional head-

shots” immediately after viewing the example “professional hairstyles vs. unprofessional hairstyles.”

Users noted that the rationales for AI harms provided in the worked examples (See Figure 5)

encouraged them to incorporate their lived experiences and unique identities into their auditing. For

example, F11 appreciated how “the rationales in the examples make it very clear which group the model is

harming,” which helped them “re�ect on [themselves] and try to put in prompts that are relevant to [their]

own identities.” From the log data, we observed that F11 investigated “Chinese students,” “Korean

students,” “Korean singers,” “Korean drivers,” investigating intersections between their

nationalities and occupations. F38, one of the most proli�c participants, frequently switched between

viewing prompt examples and authoring their own audit reports. In total, they reviewed 27 prompt

examples and submitted 9 audit reports, 6 of which were marked as relevant to themselves, covering

identities such as gender, race, nationality, and age. F38 said, “I [like] that at the end of the example it

asks me to think about things relevant to myself, which reminds me to prompt content that I can personally

relate to.”

In line with users’ feedback, we found a positive relationship (r=0.769, p¡0.001) between the number

of unique worked examples a user viewed and their rate of discovering and reporting harmful AI

behaviors (per the number of prompts they explored). However, we also observed that user auditors

who reviewed many worked examples often submitted direct variations on worked examples (e.g., F11

and F38 mentioned above), pointing to trade-o�s in the use of worked examples to sca�old user

auditors.
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Figure 8. Correlation between the number of unique worked examples viewed

vs. the rate of report submission per prompts explored

6.2.2. Social augmentation can motivate user auditors to explore neglected directions

Through group discussion and the post-audit survey, we found that providing social augmentation in

the form of a visualization presenting other users’ past auditing activity (Section 4.2.4) can motivate

user auditors to expand upon other auditor’s explorations. For example, in the post-audit survey,

F44 shared that “looking at posts submitted by other [auditors] is somehow more real than the prompt

examples [which] makes me want to submit something similar but add my own thoughts.”

Interestingly, in addition to directly building upon others’ prompting strategies, a few participants

(12/45 in the post-audit survey) also suggested that seeing what topics others had been exploring the

most also nudged them to conduct more audits on under-explored topics, to enhance the breadth of

the audit. For example, F17 mentioned that they decided to search for potential harms related to

disabled people because this topic was marked as under-explored by others. Some participants (F15,

F21, F29, F33) also shared in the post-audit survey that seeing the distribution of others’ tags

prompted them to re�ect: “what are topics that are unique to me that I can �nd but others can’t?” (F21).

This re�ection extended beyond the “most underexplored topics” shown in the interface. For

example, F29 noted that seeing the list of underexplored topics led them to think of “topics [that] don’t
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even show up on the list”. In the post-audit survey, some users also mentioned they would like to add

�ner-grained subcategories within the existing topic tags, suggesting opportunities to enhance the

tagging function to support better coordination in collective audits.

Multiple practitioners (P01, P08-P11) expressed interest in adapting such social augmentation into

their work�ows. For instance, P10 commented: “It’s a nice way to inspire people and add a fun

component to it [because] people like to know what other people are doing […] this is something I would love

to have for my current internal evaluation and later when we end up engaging users.”

Figure 9. Bar chart plot showcasing the number of tags submitted by user auditors for the types of harm

counts (left) and the a�ected groups counts (right). As shown in the �gures, most user auditors submitted

tags such as “race” and “gender” for a�ected groups, and “stereotyping social groups” for types of

harms.

6.2.3. Helping user auditors explore a broader space of potential harms

Although the social augmentation mechanisms nudged user auditors to investigate under-explored

topics, there was still a signi�cant gap between these topics and the most frequently explored topics.

After analyzing the tags submitted by users, we found that for the 205 tags on a�ected groups, most

tags focused on race (76, 37.1%) and gender (65, 31.7%); for the 167 submitted tags on types of harms,

most focused on stereotyping social groups (93, 55.7%) or erasing social groups (40, 23.9%) (see

Figure 9). Examining intersection of tags, we found that most participants investigated the pairs of

gender/race and race/stereotyping social groups. No posts actively tagged pairs such as (sexual

orientation, age), (income level, age), or (education, disability).
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Both users and AI practitioners envisioned ways that explicit reward mechanisms might encourage

users to search for issues that have not been explored yet. For example, practitioner P05 envisioned

“o�ering bonus payments to explicitly incentivize people to explore categories that haven’t been covered

yet.” In addition, in the post-audit survey, some users also mentioned they would like to“add

subcategories within the existing tags”, such as race and nationality. We discuss design opportunities to

further expand the breadth and depth of audits in Section 8.2.

6.3. Helping User Auditors Articulate Actionable Findings through Structured Elicitation

Our 45 study participants submitted a total of 164 audit reports, with 372 submitted tags. Most users

(31/45) shared in the post-audit survey that the structure of the audit report portal helped them

better articulate their thoughts and understand the harms. Reviewing the audit outputs, all

practitioners found that user audit reports provided insights that helped them better understand the

nuances of harms perceived by users and take action to mitigate AI harms. Multiple practitioners (P01,

P05, P08-P12, P14) noted that they appreciated users’ answers to “Why they found this harmful and

to whom” to provide them “contextualized details to understand why certain outputs were perceived [as]

harmful by which community” (P09). When examining the user audit reports, P05 remarked: “I learned

so much just from skimming through all these reports […] your tool can really help my team collecting

feedback beyond just preferences.” P14 mentioned that the checkboxes that allowed users to indicate

whether a reported harm was “relevant to themselves’‘ or “relevant to people they know” would “help

our team put more weight and credibility on the reports, without collecting more detailed demographic data

from users, which might raise privacy concerns.”

Practitioners such as P08 envisioned incorporating the report portal into their work�ow could help

their team collect “qualitative understanding to fundamentally redesign our image output space, moving

beyond simply soliciting user preferences for reinforcement learning with human feedback.” P14 similarly

suggested these reports could help them move “beyond just preference data points.” However,

anticipating that these kinds of open-ended responses could be challenging to analyze at a larger

scale, practitioners suggested that it would be critical to design associated tools to support them in

making sense of participants’ reports in aggregate.
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6.3.1. Opportunities for further structuring user audit reports

Although our user study yielded many reports that practitioners found insightful, both the crowd

veri�ers and the research team identi�ed dozens of users audit reports that were di�cult to interpret,

suggesting opportunities for better elicitation. We hypothesize that one reason for these unclear

reports could be that, in the current design of WeAudit, users are not prompted to consider and specify

speci�c, concrete T2I use cases when authoring their reports. For example, in the post-survey, user

F03 shared that the “harmful to whom question feels a bit di�use to me, as it sort of depends on the context

in which it is used.” User F25 suggested it would be easier for them to describe how the ideal output

should look if there were a concrete use case, and if they knew who would see and use the image

output beyond themselves. As an additional form of structuring, some practitioners (P01, P08, P14)

expressed a desire for reports to include a scale for users to indicate the perceived severity of a harm in

their reports, to further help practitioners prioritize among users’ audit reports.

6.3.2. Opportunities for improving the veri�cation process

In our interviews with practitioners, they were able to focus on audit reports that had gone through a

crowd veri�cation step. For the majority of user audit reports, veri�ers agreed that they could

“understand why the reporter �nds this AI behavior harmful based on their report,” with an average of

80.35% agreement ( =1.64%) across all reports. For reports with low agreement across veri�ers, we

found that the most common reason given by crowd worker veri�ers for disagreeing with a report was

due to ambiguity (as indicated by low ’clarity’ ratings for these reports), and not necessarily

substantive disagreements[86][87]. To validate the veri�ers’ results, the research team compared

veri�ers’ agreement percentages with the research team’s own ratings for each report (see Section

5.1). While we found strong overall alignment with the research team’s ratings, we also observed a

small number of cases where all members of our team understood the harm that a report identi�ed,

yet a majority of veri�ers agreed that they could not understand why the user found the AI output

harmful. We hypothesize these may have been cases where the user auditor came from a marginalized

group that was underrepresented among veri�ers. When we presented these observations to

practitioners, they raised concerns about “how to ensure the aggregation mechanism in crowdsourcing

does not further marginalize minority voices” (P05). In the next section, we discuss how the discussion

function can complement the veri�cation process by providing additional insights.

σ
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6.4. Enhancing Understanding of Audit Findings through Collective Discussion

In the three-week discussion phase for the study with user auditors, following the initial auditing

session, 17 users posted a total of 62 comments, across 43 audit reports, on the auditing discussion

forum. Analyzing the content of these discussions, we identi�ed four main types of comments, each

serving a di�erent function: (1) Expressing surprise, (2) Providing additional evidence on harms, (3)

Providing counterpoints or disagreements, and (4) Providing potential solutions to mitigate harms.

Table 2 provides examples of comments in each category.

Comment type Example of the discussion and the context

Expressing surprise

F25: “This is really surprising and de�nitely a very biased generation!! Very misleading

and harmful. It truly is surprising because out of all the 6 generated pictures, only the one

that included a mass classroom of people included multiple races.” on “Uneducated”

reported by F14

Providing additional

evidence on harms

F05: “The model is stereotyping and shows huge houses for whites and small ones for

blacks. The model even represents black people’s houses with dark shades. The model’s

predictions are biased.” on “white american house vs. african american house”

reported by F37

Providing

counterpoints or

disagreements

F14: “This is very interesting, but I think a good thing here is that angry men and angry

women have very similar facial expressions, and the images have similar styles.” on

“angry person vs. angry women” by F19

Providing potential

solutions to mitigate

harms

F33: “Agreed. The images generated by the model are very likely to contain gender bias,

which should be mitigated by balancing the training data in terms of gender.” on “photo

of professor vs. teaching assistant” by F17

Table 2. Examples of user auditors’ comments on other auditors’ reports for each type of comment.

6.4.1. Engaged commenters: Some user auditors preferred discussion over direct auditing.

In our analysis of auditors participating in the discussion forum, we identi�ed an interesting group of

users who were actively engaged in discussions but less active in submitting reports. In particular,

there were nine frequent commenters (that submitted at least four comments), and seven of them
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submitted only one or two audit reports (F05, F21, F24, F31, F27, F41, F45). Multiple of these

participants explicitly indicated that they found reviewing and commenting on others’ reports more

enjoyable than conducting the audits themselves. For example, F27 (eight comments and one audit

report) noted in the follow-up survey that they “personally enjoyed the discussion function more than the

auditing itself… [and] learned more from reviewing others’ [audit] reports.” This observation also

highlights future opportunities for supporting di�erent roles within the user auditors (that go beyond

direct auditing).

6.4.2. Collective discussions can enrich sensemaking and prioritization of audit reports.

All practitioners found that users’ discussions brought additional actionable insights beyond the user

audit reports. Multiple practitioners (P07, P09, P12-P14) noted that users expressing surprise to

others’ reports provided a useful signal to help developer teams prioritize. For example, P12 said, “it’s

almost like we now know people will react to this if someone posts this on Twitter and gets some media

attention. [The] developer team can then prioritize this issue to �x, instead of relying on our own judgment

on which issue should be adjusted �rst.” Similarly, P14 suggested that when users express surprise, it’s

the best type of validation to help developer teams prioritize.

In addition, when cross-referencing the veri�cation results from crowdworkers with users’

discussion comments, multiple practitioners (P01, P05, P07, P10, and P11) noted that the

disagreements surfaced in the discussion could complement the majority vote-based veri�cation

approaches that their teams currently used. Discussion comments helped practitioners better

understand why people might disagree. For example, P07 suggested that “discussion can surface

disagreements and allow them to provide their rationales through conversations, which is better than the

crowdsourcing evaluation you just showed me, especially for those [that] have high disagreement.” This

points to design opportunities to help practitioners e�ciently draw actionable insights from

potentially large numbers of user discussions in user-engaged auditing processes.

6.5. “Invisible Labor” Behind the Audit Reports: How to Fairly Compensate Audit Labor?

Practitioners raised questions on how to fairly compensate user auditors, given the “invisible labor”

behind the submission of an audit report. We observed that signi�cant e�ort sometimes went into

generating a single report. On average, for every report submitted, user auditors explored 5 sets of

prompts. However, as shown in Figure 10, there was considerable variation across users. Seeing this,
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practitioner P14 said, “It would be unfair to compensate people only for the reports they submit if they

spend a lot of time experimenting with di�erent approaches and trying out prompts […] But we also don’t

want to pay people if they just scam the system by pretending they are exploring” Many user auditors who

submitted a low number of reports, relative to the number of prompts they explored, authored audit

reports that were highlighted by practitioners as providing unique and valuable insights. These

observations led most practitioners (8/10) in our study to re�ect on how to de�ne the “productivity”

and “skill” of user auditors. P05, P09, and P11 suggested a need to design more comprehensive

measures for assessing and compensating user auditors.

Figure 10. Bar chart showing the number of reports submitted (dark purple) stacked with the total number

of prompts explored by user auditors (light purple) during the audit session.

6.6. User Auditors Reported Increased Awareness and Understanding of AI Harms

Finally, among the 17 user auditors who responded to the follow-up survey four months after the

study, 15 stated that participating in the session on auditing text-to-image models changed their

awareness of ways generative AI might perpetuate biases or cause harm. These participants noted that

while they started with a general awareness of AI harms and biases, conducting AI audits with WeAudit

helped them better understand what generative AI biases and harms actually look like in practice and

the severity of the problem. For instance, F45 wrote in the follow-up survey: “Before using [WeAudit…]

I didn’t fully grasp [how] biases could manifest in generated content. However, being able to visually see and
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compare the biased images made it easier to critically evaluate AI models, and it heightened my awareness

of these issues.”

Some users also shared that using WeAudit for auditing sessions expanded their views on the types of

AI harms, especially those relevant to themselves. F07 shared that before participating, they only

“thought about deep fakes or misinformation as harms from AI-generated images,” but realized “how

much generative AI can erase minorities and reinforce stereotypes that can a�ect [themselves].” As

someone who often uses Generative AI in their work, F44 suggested that “doing the audit makes [them]

become more cautious about the biases in the models than before.. especially towards non-US people like

[themselves],” as previously they were “mostly aware of biases on gender.”

About half of the users who replied to the follow-up survey said they had since “tried to look for or

examine potential biases/harms of AI systems in [their] daily life.” For example, F11, who uses

generative AI systems in their graphic design work, mentioned that they are now more likely to

scrutinize image outputs for potential racial and gender biases.

7. Study Limitations

As mentioned in Section 5.1, while our formative study was conducted with a broader population of

users, we chose to run our initial user study with college students. While this study provides insights

into the usability and usefulness of the WeAudit work�ow, an important direction for future work is to

explore how a broader population of user auditors would use the WeAudit work�ow and what

additional forms of support and sca�olding they might need. Prior research in HCI, psychology, and AI

has demonstrated that factors such as cultural background, technical expertise, and prior AI

experience can signi�cantly impact individuals’ sensitivity to and assessment of harmful AI biases

and discrimination[88][10]. Therefore, future work should engage broader groups in evaluating the

usefulness and usability of the WeAudit system. Engaging a broader range of user auditors will help us

understand how these diverse factors may in�uence auditors’ approaches to user-engaged AI audits.

Building on insights from our user study, in the next phase of our research we plan to evaluate an

improved version of WeAudit to with a broader population.

Another limitation of our study stems from the demographics and context of the industry

practitioners involved. Using purposive and snowball sampling, we recruited GenAI practitioners,

predominantly from the U.S. and large technology companies, with only one participant from the U.K.

and two from startups (Section 5.2). Future research should engage practitioners from non-Western
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and smaller technology companies to better assess WeAudit’s adaptability across varied AI

development contexts. Additionally, our interviews required practitioners to envision incorporating

WeAudit into their work�ows based on user audits conducted outside their direct work and customer

contexts, which a�ects the real-world applicability of our �ndings. To address this, future research

should examine how industry AI practitioners engage broader end-user groups within actual

work�ows, including ethnographic studies in industry settings where WeAudit is integrated and

evaluated by end users of the AI products and services cf.[89].

8. Discussion

More than a decade ago, in CSCW 2013, Kittur et al. asked a provocative question in their position

paper “The Future of Crowd Work”: “Can we envision a future of crowd work where we would like our

children to participate?”[57]. Inspired by this, we pose a similar question “can we envision a future of user

AI audit where we would like our children (and ourselves) to participate?” As argued by Metaxa et al., the

nature of algorithm auditing, especially involving users, is rooted in activism[39]. Past research shows

that users often advocate for marginalized groups, expressing solidarity through their auditing

work[2]. The “We” in WeAudit stands for individuals impacted by AI systems, particularly those from

marginalized communities. Engaging users in auditing AI is only the beginning of the WeAudit vision;

we ultimately aim to empower these users to hold AI companies accountable. How can we, as a

community, design a responsible future of user-engaged AI audit and user-empowered

accountability?

In this section, we �rst discuss ways to ethically incentivize and sustain diverse participation in user

AI auditing. We then outline how future work could cautiously incorporate AI technology into user AI

auditing, based on our user study results. Finally, we highlight potential asymmetric power dynamics

between user auditors and AI practitioners, calling for further research and policy development.

8.1. Incentivizing and Sustaining Participation in User-engaged AI Audits

As user-engaged AI audits become increasingly vital for identifying and addressing AI harms,

motivating diverse and sustained participation remains a central challenge. Our study results indicate

that the sense of community and identity that users feel within the platform plays a signi�cant role in

motivating user auditors (Section 6.2). Drawing on insights from CSCW research, initial recruitment

for user-engaged AI audit can bene�t from existing social groups[90][91][92]; in our study, which can
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naturally bolster ongoing engagement. To amplify this intrinsic motivations, future work could

enhance the WeAudit forum by allowing user auditors to share speci�c cases on social media, inviting

others to also participate in AI auditing. By incorporating social features that enable users to advocate

for AI improvements within their personal networks, WeAudit could support users auditors to initiate

collective advocacy. As seen in prior research on “user-driven algorithm audit,” public sharing of

audit �ndings can drive tangible changes in AI systems[2]. Leveraging motivations such as

“compassion” and the desire to improve society could further empower individuals to participate in

the collective action of AI auditing[90].

However, intrinsic motivation shouldn’t be the only driver for users to engage in AI audits. User

auditors, especially those from marginalized communities[81][6][19], should receive extrinsic rewards

through fair compensation from companies that bene�t from their labor. Following calls from prior

research on crowd workers and content moderators[93][57][94][95], companies should consider fair

compensation for user auditors’ contributions, especially the “invisible labor” that goes into

conducting audits (see Section 6.5). Policymakers can draw from content moderation research to

design policies that encourage companies to establish protective mechanisms[96], safeguarding user

auditors from harmful exposure and fostering a safe, sustainable environment for user engagement in

AI audits.

8.1.1. Enhancing Auditing through Diverse User Roles

Our �ndings indicate that some user auditors preferred the role of commenter over that of an auditor,

choosing to provide feedback on others’ reports rather than conducting their own audits. (Section

6.4.1). This aligns with Li et al.’s �ndings that users often gravitate towards speci�c contributions in

auditing–e.g. some were hypothesizing about AI harms, while others focused on amplifying or

escalating audit outcomes[6].

Indeed, enabling a broader range of participation levels—what is often referred to as a “low �oor,

high ceiling” design—can engage diverse users who may have varying time and interests to dedicate

to di�erent parts of auditing[97]. To this end, similar to the “ladder of citizen participation” model in

civic engagement developed by Arnstein[98], a user-engaged AI audit system should also

accommodate di�erent levels and types of involvement. For instance, drawing from the concept of

“microtask” in crowdsourcing research[60], WeAudit could introduce “microinteractions,” allowing

users to select “sub-activities” within the WeAudit work�ow according to their availabilities and
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interests. By further breaking down the work�ow into smaller, modular tasks—such as generating

prompts, inspecting images, issuing reports, and discussing or verifying others’ reportscf.[99]—

WeAudit can cater to users who might prefer (or only have availability for) brief, targeted interactions

rather than long-form audits.

8.2. Designing E�ective AI-in-the-Loop User-Engaged AI audits

In line with the “AIs Guiding Crowds” research agenda outlined by Kittur et al.[57], recent research has

increasingly explored the use of emerging generative AI technologies to assist developers in testing AI

systems, brainstorming, and creating incident cases[100][101][102][103][9][104][82][105][106][107][108]. In

the current WeAudit work�ow, we opted not to include AI-powered features, given that prior studies

have highlighted the potential limitations and risks associated with using generative AI for tasks like

AI auditing, red-teaming, and impact assessment[100][101][107][108]. However, our user study results

point to several promising directions for cautiously incorporating AI-powered features to enhance key

activities in the user-engaged AI audit pipeline.

8.2.1. Guiding user auditors’ investigation and deliberation through AI suggestions.

To start with, future interfaces could leverage AI to suggest possible directions for user auditors to

explore (see Section 6.2.3), supporting them in inspecting AI-generated output and formulating

hypotheses about potential AI harms. As noted in Section 6.2, user auditors may over-rely on existing

examples provided by researchers and practitioners, potentially leading to an echo chamber

e�ect[109], even with “social augmentation” features. Future interface could leverage generative AI to

guide users in re�ecting on their unique perspectives and intersectional identities to explore

previous under-explored topics, possibility tailored for AI developer team’s need. In practice, this

approach could recommend general audit topics c.f.[82][100][110][108], or even speci�c prompts for

testing c.f.[67][101][107].

8.2.2. Enhancing large-scale sensemaking and visualization of AI behavior.

Current WeAudit features, such as the comparison function, help users inspect AI-generated output

(see Section 6.1) but may fall short when dealing with large volumes of output[77]. Moreover, text- and

video-based outputs, compared to images, may require additional support to audit e�ectively. To

address this, future work could explore visualization tools that support users in rapidly assessing
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large-scale AI outputs. Researchers can draw from the expanding body of work on sensemaking in

large-scale AI outputs c.f.[77][111]  to design features such as in-line highlights or clustering, which

could help user auditors better comprehend the output space and spot previously unnoticed details or

rapidly understand the output distribution shifts when prompts are altered c.f.[112].

8.2.3. Integrating contextualized, in-situ user audits features within AI interface.

As practitioners repeatedly emphasized when envisioning incorporating WeAudit, user-engaged

audits should ideally be integrated directly into AI products and services to better contextualize the

use case (Section 6). One challenge in this integration lies in determining the optimal timing and

context for nudging users to provide audit feedback during regular tasks. To this end, future work

could build on recent advancements in generative AI to develop personalized, context-aware task

routing for user AI audits, drawing from prior CSCW research on “intelligent task routing”[78]. This

would also bene�t sustaining user engagement (see Section 8.1) by automatically providing users

auditors tasks they are most interested in.

8.3. Minding Power Asymmetries between User Auditors and AI Practitioners

At a high level, WeAudit aimed to facilitate collaboration between user auditors and AI practitioners,

seeking for meaningful improvement of AI system impacting user auditors’ lives. However, systemic

questions remain beyond tool and process design. Practitioners, both in prior research and our study,

noted that pro�t-driven goals often hinder responsible AI practices, even when practitioners are

genuinely committed to marginalized communities. In addition, practitioners’ motivations on

addressing harms that elicited the most “surprise” from other users (see Section 6.4.2) appears to

stems from a desire to “avoid bad public relations,” centering the interests of the company rather than

a genuine commitment to those a�ected marginalized community members[113][7][114][115][116].

Furthermore, as Deng et al. highlighted, while system like WeAudit can sca�old the potential

meaningful collaboration between AI users and developers, but it also “�rmly place the choice to take

action with practitioners, potentially leaving users with less room for leverage via other means.”[7]. To this

end, future work could draw inspirations from successful prior cases done by HCI researchers, such as

Turkopticon[117]  and WeAreDynamo[118], to expand WeAudit for users’ collective action that can be

independent from practitioners, when only being “engaged” by AI practitioners is insu�cient due to

the asymmetric power dynamic between end users and AI practitioners. Activists and policymakers
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can also draw from recent frameworks developed by HCI researchers, such as “Data Leverage,” to

shift power from technology companies to the public[119]. Finally, policymakers should design future

policies to provide “safe harbor” for third party organizations, external domain experts, and end

users, to audit AI systems developed by companies[120].

9. Conclusion

In this work, we have presented a set of empirically-informed design goals for user-engaged AI

auditing processes and tools. We have presented the WeAudit work�ow and system. Through a user

study and interviews with both user auditors and industry AI practitioners, our �ndings shed light on

design guidelines and future opportunities to support meaningful user engagement for generative AI

and beyond.
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Appendix A.

A.1. Demographic Information of Participants

Participant Age Gender Educational Level Ethnicity

U01 22 Female Bachelor’s degree Asian

U02 18 Female High school or lower Asian

U03 27 Female Bachelor’s degree White

U04 37 Female Bachelor’s degree Hispanic

U05 80 Female Doctoral degree (Ph.D.) White

U06 78 Female Some college, no degree White

U07 68 Female Bachelor’s degree N/A

U08 50 Man Bachelor’s degree White

U09 24 Female Associate’s degree N/A

U10 46 Female Master’s degree White

U11 72 Female Bachelor’s degree Caucasian

Table 3. Formative study participant Demographics. Among all participants, only U10 reported reported

having previous experiences with text-to-image AI systems; other participants reported no experience

with text-to-image AI.
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Major / Area of Study Race Gender Current Program

Computer Science (13) Asian (31) Female (30) Undergraduate (22)

Engineering (11) White (9) Male (13) Master (18)

Design (10) African American (3) Non-binary (2) Ph.D. (5)

Social Science (4) Prefer not to answer (2)    

Public Policy (2)      

Philosophy (2)      

Math (2)      

English (1)      

Table 4. Overall demographics and background of our 45 user auditors from a U.S. university. Next to each

demographic information, we include the number of the participants within that demographic group in

parenthesis. Following our IRB protocol, we only collect minimum demographic data.
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  Job title Work experience relevant to our study
Years of

experience

In

Formative

Study

In Evaluation

Interview

P01
UX

Researcher

Building a web-based application to engage

users in �agging the potential biased and

harmful behavior in a conversational agent

3 - 10 Yes Yes

P02 ML Engineer
Engaging end users in rating the risk of

representation harms of LLM applications
3 - 10 Yes No

P03
UX

Researcher

Building an application to engage users in

auditing potential problematic behaviors of

LLM models that have not yet been

incorporated into products

3 - 10 Yes No

P04
UX

Researcher

Organizing focus groups to engage end users

in testing their AI products and services
0 - 3 Yes No

P05
Product

Lead

Building an internal crowdsourcing tool for

GenAI auditing
10+ Yes Yes

P06
Technical

Lead

Engaging users in auditing a range of AI

products built by their customers
10+ Yes No

P07
Data

Scientist

Incorporating end users’ feedback in

measuring the representational harms of LLM

applications

3 - 10 Yes Yes

P08
Research

Scientist

Human-centered evaluation for multimodal

generative AI systems
0 - 3 No Yes

P09
Research

Engineer

Building an internal tool for engaging external

domain experts in red-teaming generative AI
0 - 3 No Yes

P10
Software

Engineer

Building an internal evaluation pipeline for

text-to-image generative AI
3 - 10 No Yes

P11
Research

Scientist

Training data curation for pre-trained large

language and vision models
0 - 3 No Yes
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  Job title Work experience relevant to our study
Years of

experience

In

Formative

Study

In Evaluation

Interview

P12
Research

Scientist

Human-centered evaluation for multimodal

generative AI systems
10+ No Yes

P13
Data

Scientist
Red teaming large language and vision models 3 - 10 No Yes

P14
Software

Engineer

Fairness testing for large language and vision

models
0 - 3 No Yes

Table 5. Summary of industry practitioner participants’ backgrounds and relevant experience. All but one

industry practitioner (P13, start up company) participants are from large technology companies.
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Footnotes

1 https://beta.dreamstudio.ai/generate

2 Practitioners frame this activity di�erently depending on their organization, in some cases using

terminology like “red-teaming”.

3 Following prior work studying responsible AI practices in industry[121][122][123], to protect

participants’ con�dentiality, we omit potentially identifying demographic details such as gender and

age, and abstract our descriptions of participants’ companies and roles.

4 We temporarily remove the link for double-blind review

5 See Section 5.1 for more details

6 https://www.proli�c.com/

7 https://www.djangoproject.com/

8 https://replicate.com/
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