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The title promises a lot, but the text only reveals that the author addresses a partial question related to the correlation

coefficient, and even that only superficially. I always admire the courage of those who, having so little knowledge and

insight, set out to work on such a multifaceted problem.

The first is the dimensional problem. Whereas (r) is a scale free, the slope has dimension, for example if y is concentration

and x is time, measured in mol/l and s respectively, then the dimension of the slope is concentration divided by time

measured in the example mol/l/s.

Hence, to find the relation between r and the slope is of course case dependent and no general conclusion can be drawn.

Naturally, both variables can be standardized, However, the correlation coefficient of standardized variables are called

congruence- (or cosine) coefficient, which are not even mentioned in this text. The usage of intercept (a) contradict this

assumption.

Secondly, the author deals with a sub-topic of linear regression when both variables are subject to errors. It is a well-know

problem and slowly dying out. A recent review summarizes the main knowledge in this field [1]. The basic formula (Eq. (9)

in ref. [1]) is missing:
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The author does not even reveal the main feature of orthogonal regression: if both variables are subject to error; then, it is

no use (or it is impossible) to define dependent and independent (predictor) variables.

Much less known is that “if x is also subject to random errors of measurement, linear regression analysis yields an

underestimate of the slope and a correspondingly biased estimate of the intercept.” [2].

Thirdly: If “coefficient of determination" is confused with "correlation coefficient"; then the author has no models in mind.

Fortunately, a kind reviewer (Szabolcs Blazsek) defines the model properly. What is missing here: a correlation coefficient

can also be defined between measured and predicted y values (it is called determination coefficient) and it can be done

even in different ways, which can lead to different results. A detailed discussion of this issue can be found in ref. [3].

It should also be mentioned that the term correlation coefficient is not ONE single quantity. The most frequently used one

is the Pearson product moment correlation coefficient, but rank correlation coefficients (Spearman’s rho and Kendall Tau

(Gamma)) are also available and they can be more useful in certain circumstances. Binary version of correlation

coefficient is also known as Pearson’s phi, or Matthews's correlation coefficient.

The hardly understandable statement “… cannot assert with certainty that a higher correlation coefficient (r) never implies

a stronger correspondence in change.'' First of all, it is a very weak statement, secondly it does not reveal the degree of

freedom. Namely, significance of correlation coefficient depends largely on the degree of freedom. C.f. Bevigton’s table

[4].
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