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My decision is major revision.

This article utilizes FLAML and XGboost for Autism Diagnosis. They solves the imbalance problem by over sample data

from minor classes. The article is well structured and easy to read.

Advantages:

1. The paper uses well established library for model establishment and experiments

Disadvantages:

1. Lack of novelty: The XGboost and techniques solving imbalance problem by over sampling has already been widely

used by AI researches in medical, such as [1,2].

2. Result not comparable: The author does not include performance of previous works for comparison. 

Comments:

1. Numbers in Figure 3 is hard to read. Please increase the resolution of the figure.
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