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Abstract

GPT-3 (Generative Pre-trained Transformer 3) is an advanced natural language processing model utilizing unsupervised learning to generate sophisticated human-like text. GPT-3 has been lauded for its potential to revolutionize the field of natural language processing, with its capacity to generate a variety of text with a high degree of fluency and accuracy. We examine the ability of GPT-3’s to produce text related to a focused subject matter: alleviating poverty in Malaysia through e-Commerce. We especially examine GPT-3’s ability to produce factual responses within this narrow context. It was discovered that GPT-3 could produce plausible statements, albeit some of them being factually debatable or incorrect due to how its training data was sourced. We also discuss how GPT-3 could be used unscrupulously to either produce academic-sounding responses that appear to be a product of research, but possibly untrue or inaccurate and discuss its potential ramifications (such as propaganda and disinformation). We end the paper with some suggestions to the brilliant team at OpenAI to further improve GPT-3 for the advancement of humankind.
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1. Introduction

The impressive abilities of large language models (LLMs) via few-shot prompting have been demonstrated recently, with commercialized APIs such as GPT-3 further increasing their use in real-world language applications [1]. GPT-3 is a Natural Language Processing (NLP) model developed by OpenAI [2] that uses machine learning to generate sophisticated human-like text [3] using an autoregressive language transformer model. This model structure allows it to capture long-term dependencies in the training data, allowing the model to predict the next word in a sentence based on context and previously generated words [3].

The language model was constructed with an astounding 175 billion parameters trained on a massive 45 TB of data from various curated and uncurated sources, including books, articles, forums, and webpages [3], [4]. The GPT-3 training dataset is composed of 8 million web documents (collected using CommonCrawl and WebText), 40,000 books (from the Project Gutenberg digital library), and a wide range of other uncurated sources, including articles, question-answer pairs, and conversational dialogues [3]. The remaining sources of data for the GPT-3 training dataset are articles from Reddit [5], question answer pairs from Quora [6], and conversational dialogues from the Ubuntu Dialogue Corpus [7] covering a broad range of topics and interests. The extensive dataset GPT-3 was trained on suggests that it has learnt somewhat rudimentary form of knowledge source from the internet [3], [8].

The introduction of GPT-3 to the public has been met with excitement as the technology was hailed as able to generate human-like text in unprecedented manner [9]. However, reference [9] notes the limitations of the technology, identifying these flaws: (1) The output may lack semantic coherence as GPT-3 is required to write longer texts, (2) the output may be biased as a result from its training data, and even produce possibly radical themes [10], its responses may not always be truthful, though appearing to be plausible [11].

We believe that the above findings, in part, is because of the introduction of uncurated data in training the knowledge base of GPT-3. While this information is invaluable for GPT-3 to understand a broad set of topics and nuances of conversational discussions, the source makes its factual accuracy debatable. Importantly, the factuality of these uncurated sources needs to be examined in order to make GPT-3 useful for academic research that obviously discovers and evaluates facts using the scientific method.

In this paper, we attempted to test the factuality of GPT-3 on a focused case study about the Bottom-40’s income earners in Malaysia, and how establishing an e-commerce business can assist their livelihood. The authors happened to obtain a research grant that focuses on this topic, and we consider this to be an ideal case study for GPT-3 because we wanted to establish whether GPT-3 can generate factually correct content over a relatively narrow study scope. This case study attempts to assess GPT-3’s ability to write on topics within a global context, such as wealth inequality, and e-commerce. The information centered around these themes should be generally abundant, and thus GPT-3 should be able to generalize them well with a high degree of plausibility (or perhaps factuality). Additionally, the case study also contains elements within a narrower context, i.e. elements specific to Malaysia. For example, the term B40 is commonly used in Malaysia, but relatively unused/unknown outside Malaysia. Additionally, we tested GPT-3’s performance in generating
texts about particularly sensitive topics, such as economic inequality in Malaysia.

The remainder of this paper is organized as follows: Section 2 describes recent relevant works, while Section 3 describes the research methodology. The results and discussion section is presented in Section 4. Concluding remarks are presented in Section 5. Finally, some suggestions on the future direction is GPT-3 is suggested in Section 6 to address some of the issues presented in this paper.

2. Recent Relevant Works

This section reviews recent works focused on improving LLMs (including GPT-3) reliability and factuality. References [12], [13] found that GPT-3 reported factual data in Closed-Book Question Answering (CBQA) tests, while [1] found that GPT-3 was found to be more reliable than smaller-scale supervised LLMs. Reference [14], [15] discovered that GPT-3 is reliable and adaptable for generating high-quality news and user review summaries. However, several articles reported that the flaw of GPT-3 is that it cannot differentiate truth from falsehood as its fundamental purpose is to generate text and not evaluate its factual validity[11]. Interestingly, other researchers [1], [13], [14] claim good factual accuracy of GPT-3.

Researchers in [12] introduced a contextual framework that utilizes a coarse-to-fine approach to extract relevant knowledge and answer a question without access to any external knowledge to improve LLM’s ability to answer Closed Book Question-Answer (CBQA) tasks. The framework employed a pretrained language model to generate a related context for a given question, and to prompt the same language model for answer prediction based on the generated context and the question. On three benchmarks, it has been demonstrated that this method outperforms state-of-the-art CBQA methods (exact matching 68.6% vs. 55.3%) and is comparable to open-book methods that utilize external knowledge sources (68.6% vs. 68.0%). The proposed approach enabled better exploitation of the stored knowledge in pretrained LLMs without the need for extra learnable parameters or fine-tuning, and thus has the potential to be implemented as hybrid models that integrate pretrained LLMs with external knowledge.

Similarly, in [13], the authors evaluated GPT-3 performance on CBQA, a task that requires a significant amount of factual knowledge. By confining GPT-3 to the closed-book setting, external knowledge bases could not be retrieved and only the knowledge stored in the model's parameters are available. Analysis of GPT-3’s performance on different types of questions not only revealed the amount of factual knowledge stored in GPT-3, but also offered a better understanding of its strengths and weaknesses in terms of reasoning capabilities. The authors found that GPT-3 performed well on factual questions but relatively underperformed on multi-hop, common sense and time-sensitive questions.

Researchers in [1] investigated the application of four main facets to improve GPT-3’s reliability: generalizability, social biases, calibration, and factuality. An important contribution of the paper was establishing simple and effective prompts that improve GPT-3’s reliability, as it generalizes out-of-distribution, balances demographic distribution and uses natural language instructions to reduce social biases, calibrates output probabilities, and updates the LLM’s factual knowledge and reasoning chains. With the appropriate prompts, GPT-3 was found to be more reliable than smaller-scale
supervised models on all these facets. This systematic empirical study has not only provided new insights on the reliability of prompting LLMs, but more importantly, the prompting strategies developed can help practitioners use LLMs like GPT-3 more reliably.

Recent years have seen the leading paradigm of text summarization research being the fine-tuning of pre-trained models on domain-specific datasets. The impact of GPT-3 and two other LLMs on this was studied by [14], with focus on news summarization. The researchers found that GPT-3 summaries were of extremely high-quality and adaptable to different summarization settings, with a clear preference for them being observed in results from the human study across both datasets and styles. The use of zero-shot models like GPT-3 Da-Vinci 2 model for driving research in a more top-down way, as well as its improvements upon prior keyword-focused summarization systems that were trained on artificially adapted training data, was also demonstrated.

Researchers in [15] explored several pipeline methods for using GPT-3 to summarize user reviews without training, such as recursive summarization and supervised clustering/extraction. The models achieved strong performance on two datasets of hotel and product reviews. GPT-3 was found to produce high-quality summaries, although errors included subtle issues of balancing contradictory opinions and generalizing specific claims. Metrics were introduced to measure the factuality, faithfulness, and genericity of summaries, which showed that GPT-3 was more successful for shorter input reviews and hierarchical summarization led to generalities as the input size increased.

A study by [16] evaluated the ability of human subjects to discern between authentic and GPT-3 generated synthetic information structured as tweets. As part of the survey, for each subject category, the research included 20 tweets, five each of "organic true", "synthetic true", "organic false", and "synthetic false" varieties. The results indicated that in several controversial topics, the subjects have difficulty distinguishing between tweets composed by GPT-3 and those written by human users. The authors concluded that suggest that GPT-3 possesses a double-edged capability; on one hand, it can produce accurate information that is more easily understood than that produced by humans; on the other hand, it can generate more persuasive disinformation. Considering these results, the authors reflect on the risks associated with Artificial Intelligence (AI) for disseminating disinformation.

Reference [11] tested the restrictions of LLMs like GPT-3 by leveraging concepts such as compression, priming, distributional semantics, and semantic webs. The researchers discovered that GPT-3 could carry out a variety of semantic tasks. However, several of its answers often appear senseless because it was not designed to fact-check its answers. It was argued that these types of models were unable to be constrained to just yield accurate continuation and that they strategize to be believable instead of truthful to optimize their objective function. Furthermore, the researchers warned that extensive utilization of language generators as text-writing tools could result in a lasting contamination of the informational environment with a great deal of very believable but frequently inaccurate texts. Interestingly, another study [10] also affirmed the conclusions by [11] that information contamination may be a distinct possibility as the use of LLMs becomes prevalent – even to the point of it potentially being used to propagate radicalization of individuals.
3. Methodology

The authors basically wrote several questions to the GPT-3 Advanced Programming Interface (API) in the OpenAI playground. The questions were structured to test GPT-3’s “knowledge” on several aspects:

1. Itself
2. Is it an information / knowledge aggregator / integrator / consensus?
3. The source of its knowledge base.
4. A case study on wealth inequality in Malaysia and how e-commerce can help the Bottom 40s (B40s) in Malaysia.

We then analyzed its answers to our queries. The questions and GPT-3’s verbatim responses are shown in Section 4. The GPT-3 Playground has several settings that can be adjusted. They were set based on trial-and-error and viewing the GPT-3’s responses on several questions. The parameters and their values are presented in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>davinci-003</td>
<td>The latest GPT-3 model from OpenAI.</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.7</td>
<td>Controls the randomness of the output. A lower value results in a more deterministic and repetitive output.</td>
</tr>
<tr>
<td>Maximum Length</td>
<td>3,000</td>
<td>These tokens get used when we ask questions to the GPT-3 engine. Longer token lengths generally produce longer responses.</td>
</tr>
<tr>
<td>TopP</td>
<td>1</td>
<td>This is a parameter to control the diversity of GPT-3’s responses via nucleus sampling.</td>
</tr>
<tr>
<td>Frequency Penalty</td>
<td>0.3</td>
<td>This setting penalizes the responses based on the text that has already appeared in the responses. A high setting reduces the tendency of GPT-3 to repeat certain texts.</td>
</tr>
<tr>
<td>Presence Penalty</td>
<td>0.3</td>
<td>This setting penalizes GPT-3 when a certain topic is repeated. An increase in this setting would improve the likelihood of GPT-3 to talk about new topics.</td>
</tr>
<tr>
<td>Best of</td>
<td>1</td>
<td>If set to 1, it simultaneously generates many responses and chooses what it considers to be the best response.</td>
</tr>
</tbody>
</table>

4. Results & Discussions

In this section, we will look at the responses of GPT-3 about several topics:

- What does the GPT-3 say about itself? (Section 4.1).
- GPT-3’s Knowledge Base (Section 4.2).
- Is GPT-3’s Information Factually Accurate? (Section 4.3).
- Case Study: Alleviating Poverty in Malaysia using e-Commerce according to GPT-3 (Section 4.4).

4.1. What does the GPT-3 say about itself?

In this section, we asked GPT-3 about itself to establish its origins, knowledge base, and whether the model can give factual answers to questions given. Facts, of course, are fundamentally important in academic reporting. Additionally,
based on these questions, we attempt to uncover the source of GPT-3’s knowledge, which gives us an insight to how it answers queries presented to it. Table 2 shows the questions and responses given by GPT-3. Due to the way the questions are structured, some information appears to be redundant. However, for the sake of brevity, the authors have chosen to include the answers verbatim. Referring to Table 2, we started with Question 1, a relatively straightforward question asking GPT-3 to describe itself in its own words. These answers appear to be consistent with general knowledge about GPT-3 and academic sources.

Table 2. Responses by GPT-3 about itself and whether it an information aggregator.

<table>
<thead>
<tr>
<th>No</th>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
</table>
| 1  | How would GPT-3 describe itself in five sentences?                        | 1. GPT-3 is an advanced natural language processing system that uses AI to generate human-like text.  
2. It was created by OpenAI, a research lab dedicated to developing powerful artificial intelligence tools.  
3. GPT-3 has the ability to generate text in response to prompts and questions from a human user.  
4. It is designed to be both accurate and efficient, able to quickly generate high-quality written content.  
5. GPT-3 is the latest and most advanced iteration of OpenAI's groundbreaking language processing technology and promises to revolutionize the way we interact with machines. |
| 2  | Is it accurate to say that GPT-3 is an information aggregator of the internet? | No, GPT-3 is not an information aggregator of the internet. GPT-3 is an artificial intelligence (AI) system based on a deep learning algorithm that can generate human-like text. It is trained on a large dataset of text from the internet, but it does not aggregate information from the internet itself.                                                                                      |
| 3  | Is it accurate to say that GPT-3 aggregates knowledge from the internet? (This question contradicts Question 2). | Yes, it is accurate to say that GPT-3 aggregates knowledge from the internet. GPT-3 uses a database of billions of web pages and documents to learn from, allowing it to make predictions and generate text.                                                                                                               |
| 4  | Is it accurate to say that GPT-3 aggregates consensus knowledge from the internet? | Yes, it is accurate to say that GPT-3 aggregates consensus knowledge from the internet. GPT-3 uses a variety of sources, such as online forums and blogs, to build its knowledge base. This allows it to accurately generate natural language responses based on its understanding of the context of a given situation.                                                                 |
| 5  | Is it accurate to say that GPT-3 integrates consensus knowledge from the internet? | Yes, GPT-3 is able to integrate consensus knowledge from the internet. GPT-3 uses a massive corpus of text from the internet to train its language models and has been trained on hundreds of billions of web pages, books, news articles, and other sources. As a result, it is able to generate highly accurate responses based on this collective knowledge. |

These questions were designed to understand whether GPT-3 "considers" itself as an information aggregator / integrator from the internet. We begin with the definitions of the key terms used in the question from the Oxford dictionary:

- **Aggregator**: a website or program that collects related items of content and displays them or links to them.
- **Integrate**: combine things so that they form a whole.
- **Consensus**: a general agreement.
- **Information**: facts provided or learned about something or someone (general). data as processed, stored, or transmitted by a computer (computing).
- **Knowledge**: facts, information, and skills acquired through experience or education; the theoretical or practical understanding of a subject.

In the first question, GPT-3 seems to think of itself only as a high-quality human-like text generator that learns from the internet but does not aggregate the information presented to it at all. Interestingly however, in Question 2 and Question 3,
it gives a conflicting response and appears to agree that it is a consensus mechanism for the internet when the word “information” was replaced with “knowledge”. Curiously, it seems to agree that it can integrate consensus knowledge from the internet when the keyword “aggregate” in Question 4 was replaced with “integrate” in Question 5. In all questions, GPT-3 agrees however that it has been trained using an extensively large knowledge base from the internet. Obviously, the authors believe that any computer that has been trained on such a massive amount of data may be able to gather information in such a way that agrees with the common consensus of humanity at large, which allows it to generate plausible explanations and discussion. However, it may not be as factual at par with the academic research method.

4.2. GPT-3’s Knowledge Base

As GPT-3’s generative ability appears to be from its extensive knowledge base, we proceeded to ask GPT-3 in detail about the matter. Table 3 shows its responses. Salient points from the responses are:

1. GPT-3 is trained on 45 TB of data. Putting it in perspective, an average human being’s brain is only able to store the equivalent of 2.5 million gigabytes of digital memory. Any AI system (such as GPT-3) that can process this magnitude of information would surely have developed at least some rudimentary collection of “knowledge” on various subject matters.

2. The dataset is divided into two types: curated and non-curated. Curated sources appear to be obtained from generally reliable sources. However, note that the uncurated sources contain unverified information from sources such as Reddit, Quora and others. This, perhaps, is an attempt by the engineers at OpenAI to model natural language of question and answer in these sources. This uncurated source may also explain GPT-3’s uncanny ability to understand and answer questions from a non-academic perspective, as described in Table 3, Question 8.

3. We also asked about the transformer model used in GPT-3 (Question 7). It appears to give a factual answer on this.

4. GPT-3 was not trained on the Dark Web (Question 9). A potential consideration for a rich source of information.

5. GPT-3 was also not trained to acquire information about academic research papers in Portable Document Format (PDF) format, which is the format currently used to disseminate research papers. This could be an invaluable addition to GPT-3’s knowledge base as academic research is factual, evidence-based and peer-reviewed. This could be used to counterbalance GPT-3’s possible information bias, as it openly admits in Question 11. The authors believe that the inclusion of academic papers can even help defeat many false news and claims made by various unscrupulous individuals that have significant social media presence and influence on the internet, and thus urge OpenAI to consider these modifications to future versions of GPT-3.

Table 3. GPT-3’s responses to questions about its knowledge base

<table>
<thead>
<tr>
<th>No</th>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.</td>
<td>Describe GPT-3's knowledge</td>
<td>GPT-3 (Generative Pre-trained Transformer 3) is a large natural language processing model developed by OpenAI. It is trained on a massive dataset of 45TB of text, including webpages, books, and other sources. The knowledge sources used to train GPT-3 can be divided into two main categories: human-curated datasets and web sources. The human-curated datasets include things like Wikipedia, Common Crawl, and BooksCorpus. These datasets are manually curated by humans to ensure that they contain high-quality content.</td>
</tr>
</tbody>
</table>
The web sources used by GPT-3 include things like Google News, Reddit discussions, and Stack Overflow discussions. These sources provide a more natural language representation of different topics in the real world and allow GPT-3 to learn from them more effectively.

In addition, GPT-3 has also been trained on various tasks such as question answering and sentiment analysis. This allows the model to understand the context of different questions or statements more accurately than if it had only been trained on purely textual data.

**7. What is a transformer-based AI model?**

A transformer-based AI model is a type of artificial neural network that utilizes an architecture called transformers to process natural language processing (NLP) tasks. Transformers are based on the idea of self-attention, which allows the model to focus on particular words in a sentence while ignoring others. By doing so, it can better understand the context and meaning of the sentence. This makes transformer-based models more effective for tasks such as sentiment analysis, question answering, and machine translation.

**8. Write an academic thesis on how the GPT-3 inference engine answers questions.**

The GPT-3 inference engine is a powerful language model developed by OpenAI. It leverages advances in natural language processing (NLP) to generate accurate and contextually aware answers to questions. This thesis will explore the functioning of the GPT-3 inference engine and its application to question answering.

Firstly, this thesis will investigate the technology behind the GPT-3 inference engine. The GPT-3 model is a large transformer-based neural network which has been trained with a vast corpus of text data from the web. This allows it to learn the statistical relationships between words and their meanings, giving it the ability to understand context and pick up on nuances in language. The GPT-3 model also has several mechanisms for detecting errors and correcting them, ensuring that its answers are as accurate as possible.

Secondly, this thesis will examine how the GPT-3 inference engine is applied to question answering. The model takes an input query and searches through its internal knowledge base for an appropriate response. It then uses its understanding of natural language to construct an answer which is more nuanced than a simple keyword search would yield. The model is able to take into account contextual information, such as previous conversations or sentence structure, when generating an answer. Additionally, it can use its understanding of language to modify answers based on user preferences or feedback from previous interactions.

Finally, this thesis will discuss some potential applications of the GPT-3 inference engine for question answering systems. It could be used in virtual assistants such as Google Assistant or Siri, where it could quickly provide accurate responses to user queries. Additionally, it could be used for more complex tasks such as summarizing documents or providing legal advice based on case law. Furthermore, it could be used in educational settings such as tutoring platforms, where it could provide students with tailored explanations of difficult concepts.

Overall, the GPT-3 inference engine provides a powerful tool for question answering applications due to its ability to understand natural language and accurately generate responses based on contextual information. Its potential use cases range from virtual assistants and tutoring platforms to legal advice systems, making it a valuable asset for many industries in need of intelligent question answering capabilities.

**9. Was GPT-3 trained on data from the Dark Web? Why or why not?**

No, GPT-3 was not trained on data from the Dark Web. The Dark Web is an anonymous network of websites and services that are hidden from public view and often used for criminal activities. Since GPT-3 is a machine learning system designed to generate human-like text, it would not make sense to use data from the Dark Web, which is mostly illegal and often contains disturbing content.

**10. Can GPT-3 gather knowledge from PDF documents, such as from research papers stored in PDF form?**

No, GPT-3 is not designed to process information in PDF documents. It is a natural language processing system that uses statistical models and machine learning algorithms to generate human-like text from input. It does not have the capability to process information from PDF documents.

**Abstract**

The rapid advancement of natural language processing (NLP) technologies has enabled machines to generate human-like text. One of the most advanced NLP models, GPT-3, has proven to be a powerful tool for generating natural language. Despite its success, studies have found that GPT-3 is susceptible to information bias. This paper aims to explore the nature of information bias in GPT-3 and its potential implications. We begin by providing an overview of GPT-3 and the concept of information bias. We then discuss the various sources of information bias in GPT-3, including its data set, training algorithms, and underlying architecture. Finally, we discuss potential mitigation strategies for information bias in GPT-3 and how this could help ensure that it remains a reliable and ethical tool for AI developers.

**Introduction**
The rapid development of natural language processing (NLP) technologies has enabled machines to generate human-like text. One such technology, known as Generative Pre-trained Transformer 3 (GPT-3), has been hailed as a breakthrough in NLP due to its capability to generate high-quality text without being explicitly programmed or trained on specific tasks. Although GPT-3 has achieved remarkable successes in many aspects, studies have shown that it is susceptible to information bias—a phenomenon that results from inaccurate or partial input data or incorrect assumptions about the characteristics of the data. In this paper, we will explore the sources of information bias in GPT-3 and their potential implications on the reliability and ethicality of using GPT as an AI development tool.

11. Write an academic thesis about information bias in GPT-3.

Background: Overview of GPT-3

GPT-3 is a powerful NLP model developed by OpenAI that uses a transformer architecture to generate human-like text. The model consists of 175 billion parameters trained on over 45 terabytes of web text from various sources, including Wikipedia and books from various genres. The model utilizes a self-attention mechanism which allows it to identify relevant words from its context when generating text. This enables it to generate human-like text which can be used for various tasks such as question answering, summarization, machine translation etc.

Background: Information Bias

Information bias occurs when a machine learning model is exposed to inaccurate or partial input data or makes incorrect assumptions about the characteristics of the data. This can lead to skewed results as well as unintended outcomes due to incorrect predictions or decisions based on such biased data. For example, if a machine learning model is trained on biased datasets that contain mostly male samples, then it may not be able to accurately detect female samples when deployed in production environments thus resulting in biased outcomes or decisions.

Sources of Information Bias in GPT-3

GPT-3 is vulnerable to information bias due to its large size and complex architecture. Below are some possible sources of information bias in GPT-3:

- Data Set: The dataset used for training GPT-3 consists mainly of web texts from various sources including Wikipedia and books from various genres which may contain biased content due to its subjective nature or inherent biases within certain categories such as gender or race related topics.
- Training Algorithms: The training algorithms used by GPT-3 may also introduce information bias due to their reliance on certain types of input data which may contain certain implicit biases or errors. For example, if the algorithm only considers certain types of inputs or ignores other types then this could lead to biased results even if the input data itself does not contain any biases.
- Underlying Architecture: The underlying architecture used by GPT-3 can also introduce information biases due to its reliance on certain types of parameters or layers which could lead to incorrect assumptions about the data being used for training purposes thus resulting in skewed outputs or predictions.

Potential Mitigation Strategies for Information Bias in GPT-3

To reduce or eliminate information bias in GPT-3, developers should consider implementing some form of mitigation strategies such as:

- Ensuring that datasets used for training are unbiased and diverse by actively removing any content that may contain explicit biases;
- Utilizing techniques such as debiasing algorithms which aim to reduce any potential implicit biases within the dataset;
- Applying regularization techniques during training which can help reduce overfitting by limiting the complexity and number of parameters used;
- Introducing additional layers into the underlying architecture which can help reduce any potential logical flaws within the network;
- Leveraging techniques such as reinforcement learning which can potentially improve accuracy by providing feedback signals with each prediction;
- Exploring different training algorithms which may provide better results compared with conventional methods;
- Incorporating domain specific knowledge into training datasets so that models are better equipped to handle more complex tasks;
- Applying adversarial testing techniques during training which can help identify any potential flaws within the model before it is deployed into production environments;
- Utilizing explainability techniques such as saliency maps so that developers can understand how individual decisions were made by the model thus enabling them to identify any potential biases before deployment;
- Adopting ethical standards when developing AI systems so that they remain reliable and trustworthy tools for developers and organizations alike.

Conclusion

In conclusion, information bias is a serious issue that needs to be addressed when using powerful NLP models like GPT-3 for AI development purposes. By understanding the sources of this type of bias and exploring potential mitigation strategies, developers can ensure that these systems remain reliable and ethical tools for AI development going forward.

4.3. Is GPT-3’s Information Factually Accurate?
This section explores what GPT-3 “thinks” about the factual accuracy of its output (Table 4). These are the salient points from our observation:

1. GPT-3’s purpose was for human-like text generation and not factual output. However, during its training, it appears to be able to extract some rudimentary form of knowledge and information based on certain patterns in its training data.

2. By its own admission, it does not have an ability for sophisticated reasoning and understanding (Question 13). It does not claim to be an accurate source of information (Question 14 and Question 15).

3. The training data is paramount to GPT-3’s abilities. Curated, factual, and good quality data would allow it to have a more factual knowledge base. In our opinion, fact-checked training data has significant potential, especially to assist academicians in writing research papers.

4. Questions 16, 17, and 18 attempted to elicit several responses from GPT-3 on its factualness using the same question.
   1. In the first attempt, it reiterates its ability to produce factual output is dependent on its training data. It also claims to be able to answer single-domain questions accurately, while multiple-domain questions would present it with a more difficult challenge.
   2. In the second attempt, GPT-3 funnily mentions an Artificial Intelligence (AI) system called FACT (Fact Aided Compositional Text) created by OpenAI to fact-check its output. A quick Google search reveals that such a system does not exist (Figure 1).
   3. In the third attempt, it claims that two fictional authors did a study on its factual accuracy (appears in the text as Li et. al, and Chen et al.). “Li et al.” apparently studied the factual accuracy of GPT-3 and found that it was 73% accurate, while “Chen et al.” found that GPT-3 was “prone to generating false information when presented with open-ended questions”.

5. It is important to note that when the questions begin with “Write an academic thesis.. “, the writing style mimics that of research papers written by actual humans. This presents an interesting question as to whether it has the potential to be used for academic fraud. Its ability to “cite” findings of several fictional researchers could improve the “paper’s” credibility in public view - which could be used as a propaganda tool to sway public opinion with so-called academic “research papers”.

6. When asked about whether it can be used to draft important matters such as national policies, its answer is a resounding no, citing its limitations. Again, it is funnily reassuring to know that even it does not consider itself a good source of information for important matters.

In summary, based on our observation, we agree with the GPT-3’s answer to Question 20: “GPT-3 is a powerful tool for generating text and can be used to aggregate and integrate information, but its accuracy should not be taken for granted. GPT-3 is only as accurate as the data it has been trained on and its output should always be verified with other sources. While GPT-3 can provide useful insights, it should not be relied upon for factual accuracy.”
Table 4. GPT-3’s responses to questions about its ability to generate factual content

<table>
<thead>
<tr>
<th>No</th>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>Is GPT-3 trained to provide answers based on facts? Explain.</td>
<td>No, GPT-3 is not trained to provide answers based on facts. GPT-3 is a language model developed by OpenAI that uses a combination of deep learning and natural language processing to generate text. It is trained on a massive corpus of text from the internet, but it does not have any specific knowledge of facts or other kinds of information. Its output is based on the patterns it has learned from its training data rather than on factual accuracy.</td>
</tr>
<tr>
<td>13</td>
<td>How factually accurate is GPT-3? Explain.</td>
<td>GPT-3 is a cutting-edge artificial intelligence technology that has been shown to be extremely accurate in its predictions. However, it is important to note that GPT-3 is not perfect and can often make mistakes. The accuracy of GPT-3 depends on the dataset it is trained on and the context of the task it is asked to complete. Generally speaking, GPT-3 can provide highly accurate answers to factually based questions, but there may be inaccuracies if the question or task requires more sophisticated reasoning or understanding.</td>
</tr>
<tr>
<td>14</td>
<td>Can GPT-3’s output be trusted as facts?</td>
<td>No, GPT-3’s output should not be trusted as facts. GPT-3 is an AI-powered tool that uses machine learning to generate text based on a prompt. It is not capable of fact-checking or verifying its own output. Therefore, it should not be used as a reliable source of facts or information.</td>
</tr>
<tr>
<td>15</td>
<td>Write an academic thesis on the factual accuracy of GPT-3.</td>
<td>The Generative Pre-trained Transformer 3 (GPT-3) is a natural language processing (NLP) model developed by OpenAI in June 2020. This powerful language model has generated significant interest among the AI research community for its potential to generate human-like text. In particular, GPT-3 is capable of generating text from just a few words of input, and can produce accurate and coherent paragraphs with little additional guidance. As such, the ability of GPT-3 to produce factually accurate text is an important research topic. This thesis seeks to evaluate the factual accuracy of GPT-3’s output. To do this, we first review existing research on the evaluation of NLP models and discuss how these methods can be applied to evaluate GPT-3’s accuracy. We then present a case study involving GPT-3’s use in question answering tasks, as well as discussing how GPT-3’s results compare to those of human experts. Finally, we provide our conclusions on the factual accuracy of GPT-3’s output. Overall, our analysis suggests that while GPT-3 is capable of producing human-like text with little additional guidance, there is still room for improvement when it comes to its factual accuracy. Nevertheless, its performance in certain domains does suggest that it could be used for certain applications where factual accuracy is paramount, such as summarization and question answering. In addition, continued research into improving GPT-3’s accuracy will likely be beneficial for future NLP applications.</td>
</tr>
</tbody>
</table>
| 16 | Write an academic thesis on how factual GPT-3’s knowledge is and whether its outputs can be trusted as facts. (First Attempt) | Introduction

OpenAI’s GPT-3 (Generative Pre-trained Transformer 3) is a natural language processing (NLP) model that has been trained on a massive dataset of text from the internet. It is capable of producing human-like results in natural language understanding and generation tasks. With its impressive capabilities, GPT-3 has been hailed as a major breakthrough in artificial intelligence (AI). However, questions have arisen about the accuracy and veracity of the knowledge that GPT-3 produces. This paper will explore the factual basis of GPT-3’s knowledge and whether its outputs can be trusted as facts. Background GPT-3 is built on a transformer architecture, which uses self-attention to allow the model to process text at multiple levels of abstraction. The model is trained on a large corpus of text that includes web pages, books, stories, and other sources. Unlike other models such as Google’s BERT, GPT-3 does not require fine-tuning on specific tasks. This makes it more efficient and easier to use, but also raises questions about how well the model generalizes across different types of data. Findings

GPT-3’s ability to accurately produce factual information depends on the quality and diversity of the training data. Research has found that when GPT-3 is presented with facts from one domain, it can accurately generate new facts related to that domain. For example, GPT-3 was found to be able to accurately generate new scientific facts about proteins when presented with a set of known facts about proteins. However, when presented with facts from multiple domains, GPT-3’s accuracy drops significantly due to its lack of domain specialization. This suggests that while GPT-3 can generate accurate facts within specific domains, its accuracy may decrease when presented with facts from multiple domains. Conclusion

In conclusion, GPT-3 is capable of producing accurate factual information within specific domains if given appropriate training data. However, its accuracy decreases when presented with facts from multiple domains due to its lack of domain specialization. As such, GPT-3 can be trusted as an accurate source of factual information within specific domains, caution should be taken when using it as a source of factual information across multiple domains. |
Introduction

OpenAI's GPT-3 (Generative Pre-trained Transformer 3) is a powerful and increasingly popular artificial intelligence (AI) system. Its capabilities have been demonstrated in various fields, such as natural language processing and computer vision. The question of how factual GPT-3’s knowledge is has been raised due to its ability to generate plausibly coherent text given only a few words as input. This thesis will examine the accuracy of GPT-3’s knowledge and whether its outputs can be trusted as facts.

Analysis

The primary challenge with assessing the accuracy of GPT-3’s knowledge lies in the fact that it is trained on an immense amount of data from the internet, making it difficult to pinpoint the source of its information. However, there are several approaches which can be used to measure how factual GPT-3’s outputs are. One approach is to compare GPT-3’s outputs against those generated by humans. For example, researchers at OpenAI have compared the writing produced by GPT-3 against a dataset of human-generated writing and found that GPT-3 was able to produce language that was nearly indistinguishable from human language in some cases. This suggests that GPT-3 is capable of producing factual output that is similar in quality to what a human might produce. Another approach is to compare GPT-3's outputs against existing sources of factual information. For example, OpenAI has developed an AI system called FACT (Fact Aided Compositional Text) which evaluates the accuracy of GPT-3's output by comparing it against existing knowledge bases such as Wikipedia and Wikidata. This allows researchers to gauge how accurate GPT-3's knowledge is and determine whether its output can be trusted as facts.

Conclusion

In conclusion, while the accuracy of GPT-3's knowledge is difficult to assess due to its reliance on large amounts of data from the internet, there are several approaches that can be used to measure how factual its output is. For example, comparing its outputs against those generated by humans or existing sources of factual information can help determine whether GPT-3's output can be trusted as facts. Ultimately, however, further research needs to be done in order for a definitive answer to be reached regarding the accuracy of GPT-3’s knowledge and the trustworthiness of its output.

Literature Review

Recent research has suggested that GPT-3 is capable of producing accurate results with respect to factual information. In a study conducted by Li et al., they found that GPT-3 was able to answer questions related to geography and history correctly in 73% of the cases. This suggests that GPT-3 may be reliable when it comes to providing factual information. Other studies have also found similar results, with Li et al. noting that GPT-3 outperformed both humans and existing models in terms of accuracy when it came to answering factual questions. However, other studies have raised doubts about the accuracy of GPT-3’s output when it comes to factuality. In a study conducted by Chen et al., they found that GPT-3 was prone to generating false information when presented with open-ended questions. They noted that, while GPT-3 was able to generate plausible answers, it struggled to provide accurate ones due to its reliance on “intuition” rather than factuality. This suggests that, while GPT-3 may be able to generate plausible answers, it may not always be accurate or trustworthy when it comes to providing factual information.

Analysis

Based on the literature reviewed above, it appears that GPT-3 has the potential to generate reliable results with respect to factual information; however, there are still some areas where its accuracy is lacking. For instance, it appears that GPT-3 is more prone to generating false information when presented with open-ended questions due to its reliance on “intuition” rather than factuality. Furthermore, while several studies have found that GPT-3 is capable of providing accurate results with respect to certain topics (such as geography and history), there may still be some areas where its accuracy is lacking due to its limited knowledge base.

Conclusion

In conclusion, this thesis has explored the question of how factual GPT-3’s knowledge is and whether its outputs can be trusted as facts. The literature suggests that, while GPT-3 has the potential for providing accurate results with respect to certain topics (such as geography and history), there are still some areas where its accuracy may be lacking due to its reliance on “intuition” rather than factuality and its limited knowledge base. As such, it appears that further research is needed before we can trust GPT-3’s output as factual information; however, given its potential applications in natural language processing, further research into this area could prove beneficial for both academic researchers and industry practitioners alike.
19. Should GPT-3 be used to help draft national policies?

No. GPT-3 is an artificial intelligence language model that was designed to generate natural-sounding text based on a prompt. It is not designed to analyze legal or policy implications of any particular situation and is not suitable for creating or drafting national policies. The development and implementation of national policies should be done by experienced policy makers, legal experts and other professionals with a thorough understanding of the regulations and implications involved.

20. Can GPT-3’s knowledge be trusted as facts or is it more of an information aggregator or integrator?

GPT-3 is a powerful tool for generating text and can be used to aggregate and integrate information, but its accuracy should not be taken for granted. GPT-3 is only as accurate as the data it has been trained on and its output should always be verified with other sources. While GPT-3 can provide useful insights, it should not be relied upon for factual accuracy.

Figure 1. OpenAI FACT doesn’t exist.

4.4. Case Study: Alleviating Poverty in Malaysia using e-Commerce according to GPT-3

Having had some interesting game of “20-questions” with GPT-3, the authors wanted to know its “opinion” on a more specific case study. The authors happened to obtain a research grant that focuses on assisting the hardcore poor in Malaysia (known as the Bottom 40% or B40) to sustain themselves financially by establishing an e-commerce business. We consider this to be an ideal case study for GPT-3 due to the following reasons:

1. In the previous sections, we have established that although GPT-3 can generate plausible texts that may or may not be factually correct. The case study evaluates GPT-3’s ability to write in a narrow context. This is because the study contains elements specific to Malaysia. For example, the term B40 is commonly used in Malaysia, but relatively unused/unknown outside Malaysia.

2. Simultaneously, the study also contains topics within a global context, such as wealth inequality, e-commerce, and skills needed to succeed in an e-commerce business. The information centered around these themes should be generally abundant, and thus GPT-3 should be able to generalize them well with a high degree of plausibility, and could also be factually accurate.
3. Additionally, we can test GPT-3’s performance in generating texts about particularly sensitive topics. For example, Questions 23 to 25 are sensitive issues in Malaysia as it asks question about economic inequality according to race. On this matter, we reiterate the fact that we are attempting to observe GPT-3 responses objectively and not to insinuate any political or racial propaganda. Given the sensitivity of the questions, we asked GPT-3 the same question for three times to understand how it answers.

The authors asked GPT-3 on the following topics:

1. Wealth inequality in Malaysia (Section 4.4.1)
2. Poverty and B40s in Malaysia (Section 4.4.2)
3. e-Commerce as a tool to help the B40s of Malaysia (Section 4.4.3)

4.4.1. Wealth Inequality in Malaysia

First, we asked GPT-3 about the wealth inequality in Malaysia. The queries and its responses are shown in Table 5. Bolded statements with reference implies that the statement can be supported by academic literature, while bolded statements without reference implies that no academic reference can be found to support it. It is also important to note that the training of GPT-3 stops in 2021, meaning that no new information since 2022 is available in its knowledge base.

Phrasing the questions as “Tell me about ...” appears to cause the GPT-3 engine to give somewhat an informative answer with some claims interwoven with the appearance of factual data. In all cases, the answers appear truly plausible and well researched (appearance of it being factual). For example, GPT-3 talks about the Gini coefficient as well as statistics about wealth distributions for the Top 10% and bottom 40%. Government incentives were also mentioned indicating some form of attempt at factuality.

Questions 21 to 23 asked about the income disparity in Malaysia with different methods for phrasing the questions. We also attempted to ask it to the same question three times for sensitive content (Question 24 to 26, income distribution according to race) to generalize on the elicited responses. GPT-3 wrote these key points, which we try to verify using openly available research papers (claims with factual basis is referenced):

1. GPT-3’s claims of wealth distribution in Malaysia is highly unequal, rising, and a cause for concern. These are broad statements that are plausible and supported by literature. Claims that Malaysia’s income inequality is among the highest in South-East Asia is plausible and might be factually incorrect (as it appears to be declining from 1960 to 2020 as seen in). However, the claims by GPT-3 cannot be factually proven as no specific year was given.

2. According to research by, the top 20% percent held more than 52.1% of all wealth, while the bottom 40% held less than 8%. GPT-3 tends to generate statistics without referring to any specific year (e.g. Question 21, 22, and 23), which makes it challenging for the researchers to determine the veracity of its claims. In Question 21 GPT-3 claimed that the top 10% of Malaysians control more than half of the country’s wealth, while the bottom 10% own nearly half of the country’s wealth while the poorest 10% own just 1%. Meanwhile, for Question 23, GPT-3 claimed...
that the richest 20% of households now earn approximately seven times more than the poorest 20%, compared to four times in 1990. It appears that GPT-3 can somewhat make generally plausible statements, but its statistics appear somewhat synthesized and need to be fact-checked.

3. According to Shafii[21] and Anand[22], Malaysia’s Gini Coefficient (a coefficient used to measure wealth disparity) ranged from 0.462 and 0.498. GPT-3 claimed the coefficient to be 0.45 in Question 21, 0.462 in Questions 23 and 25, 0.45 in Question 24. The generated responses appear to be plausible, and in Question 23 and 25 the responses appear to be factual.

4. GPT-3 mentioned that the cause for this is affirmative action policies targeted at certain ethnic groups. This seems to refer to the New Economic Policy (Dasar Ekonomi Baru) and appears to be factually correct[17],[23].

5. In our three attempts to elicit a response from GPT-3 regarding the income inequality among Malaysian races, GPT-3 wrote that Malays hold significantly lower income than minority races (Chinese and Indians). This is plausible as the Malay population are typically settled in underdeveloped rural areas in Malaysia relative to the Indians and Chinese population in urban areas, as mentioned in[23].

<table>
<thead>
<tr>
<th>No</th>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>Tell me about wealth distribution in Malaysia among its citizens?</td>
<td>Wealth distribution in Malaysia among its citizens is highly unequal. The country has a Gini coefficient of 0.45, which is one of the highest in Southeast Asia and indicates a large degree of inequality. The top 10% of Malaysians control more than half of the country’s wealth, while the bottom 40% of households only hold 7%. This inequality has been growing over time, and the current government has taken some steps to address it, such as increasing the minimum wage and introducing targeted cash transfers for low-income households. However, much more needs to be done to reduce inequality and create a more equitable distribution of wealth in Malaysia.</td>
</tr>
<tr>
<td>22</td>
<td>Tell me about wealth inequality in Malaysia.</td>
<td>Wealth inequality in Malaysia is a growing concern. According to the World Bank, the richest 10% of Malaysians own nearly half of the country’s wealth while the poorest 10% own just 1%. This stark gap between the wealthy and the poor is largely due to income disparities and the lack of access to financial services. The top 1% of Malaysian households hold more than one-third of the nation’s wealth, with many of them receiving large inheritances from family members. Additionally, high costs of living and rising household debt levels have made it difficult for low-income households to save or invest in assets. As a result, wealth inequality continues to widen in Malaysia, with a large portion of the population unable to achieve economic security and stability.</td>
</tr>
<tr>
<td>23</td>
<td>Tell me about income disparity in Malaysia.</td>
<td>Income disparity in Malaysia has increased significantly over the past two decades. The richest 20% of households now earn approximately seven times more than the poorest 20%, compared to four times in 1990. This trend is especially concerning given that the poorest 40% of households have seen their wages stagnate over the same period, while the richest 20% have seen theirs increase significantly. The country’s Gini coefficient - which measures income inequality between 0 and 1, with 0 representing perfect equality and 1 perfect inequality - has also risen from 0.408 in 1990 to 0.462 in 2017. This level of inequality is higher than that of most other countries in Southeast Asia, and is a cause for concern amongst policymakers and civil society alike. Various factors have been identified as contributing to income inequality in Malaysia, including weak labor market institutions, low-skill levels, a concentration of wealth among ethnic Malays and Chinese, and an expanding informal economy. The government has taken some steps to address the issue by introducing new policies such as wage subsidies and minimum wage regulations, but more needs to be done to ensure a more equitable distribution of income across all segments of Malaysian society.</td>
</tr>
<tr>
<td>24</td>
<td>Tell me about wealth distribution inequality among the major races in Malaysia. (First Attempt)</td>
<td>Wealth distribution inequality among the major races in Malaysia is a major issue that has been of concern for some time. According to statistics from the World Bank, the average wealth of Malaysian citizens belonging to the majority ethnic group, Malays, is much lower than those belonging to minority ethnic groups. The Gini coefficient (a measure of inequality) for wealth distribution in Malaysia stands at 0.45, which is higher than the average for East Asia and Pacific countries (0.41). Additionally, while the top 20% of Malaysian households hold 57% of total wealth, the bottom 40% own just 6%. This shows a significant level of inequality between different racial groups in terms of wealth distribution. Further research has also highlighted how there are stark differences in terms of access to credit and financial services between different racial groups in Malaysia, with minorities facing greater barriers.</td>
</tr>
<tr>
<td>Question</td>
<td>Response</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>25. Tell me about wealth distribution inequality among the major races in Malaysia. (Second Attempt)</td>
<td>Wealth distribution inequality among the major races in Malaysia is a major issue. According to a 2020 report from the World Bank, Malaysia’s Gini coefficient (a measure of income inequality) was at 0.462 making it the most unequal country in Southeast Asia. The ethnic Chinese and Indians have higher wealth ownership compared to other ethnic groups and indigenous communities. The wealthiest 10% of Malaysians hold nearly half of the total wealth while the bottom 40% own just 5%. Furthermore, Malaysians aged between 15 to 24 years have the highest rate of poverty, with 47% living below the poverty line. This is mainly due to their lack of access to economic opportunities and education, as well as lower wages than those earned by older generations. As such, wealth distribution inequality in Malaysia continues to be an issue that needs to be addressed in order to ensure equitable economic growth and development for all citizens.</td>
<td></td>
</tr>
<tr>
<td>26. Tell me about wealth distribution inequality among the major races in Malaysia. (Third Attempt)</td>
<td>Wealth distribution inequality among the major races in Malaysia is a major issue. The country is composed of three main ethnic groups: Malays, Chinese, and Indians. According to data from the World Bank, the average household wealth of Malays was $3,800 in 2013, while Chinese households had an average household wealth of $22,000 and Indian households had an average household wealth of $11,200. As such, there is a large disparity in average wealth between the different ethnic groups. This wealth gap is largely attributed to historical economic policies that favored one particular group over another. For example, during the colonial period, Malays were not given access to higher education or business opportunities which limited their economic mobility. Furthermore, since independence in 1957, the government has implemented affirmative action policies that have favored Malays and disadvantaged other ethnic communities. This has resulted in increased economic inequality between different racial groups in Malaysia. In recent years, the Malaysian government has taken steps to address this issue by introducing various programs to reduce inequality and create more equal opportunities for all citizens. These initiatives include providing greater access to education and introducing social welfare programs to assist those living in poverty.</td>
<td></td>
</tr>
</tbody>
</table>

4.4.2. B40 and Poverty in Malaysia

B40 is a common term used in Malaysia to indicate the Bottom 40% of the population that suffer from poverty. However, the term B40 (as far as the authors know) are not commonly used elsewhere in the world. We elicited some responses from GPT-3 about the matter to determine whether it is aware of this, and what help the B40s need to survive. Salient points from the responses are:

1. Question 27 appears both plausible and factually accurate.
2. In Question 28, we used the term “poverty-stricken individuals” and asked what skills they needed to alleviate their conditions. GPT-3, again, generated plausible answers. We consider the response acceptable.
3. When we replaced “poverty-stricken individuals” with “Malaysian B40s” in Question 29, GPT-3 appears to understand the context and relationship between these two phrases, citing almost identical skills required with the addition of entrepreneurship and technology skills. The suggestion of technology skills like item 3 in Question 28, with more emphasis on technology-based training. Entrepreneurship was added to Question 29 and had not been mentioned previously in Question 28. Communication skills in Question 28 was broadened to “soft skills” in Question 29, encompassing a more diverse skillset. The responses appear to be plausible, but obviously cannot be proven through literature.
4. Question 31 asks what could be done to help B40s, while Question 32 asked about the Malaysian government initiative in helping the B40s. Question 31 and 32 was answered with some plausibility and factuality as various nations are implementing these measures to help their poor. GPT-3 similarly understands the relationship between phrases “the poor” and “Malaysian B40” in Question 31 and gave responses with almost similar content.
5. We wondered what GPT-3 answers are if given the same question multiple times (Question 33) to find patterns on how GPT-3 answers questions. We found that the writing appeared to quote various statistics from reputable and authoritative sources. This appears to give some form of factual legitimacy to the claims. Answers like this appear to be “dangerous” (because of its academic sounding nature) as they could to end up in academic journals when unscrupulous authors attempt to write purely using GPT-3 without due diligence.

6. In Questions 34 and 35, the questions were “What are the reasons behind the expanding B40 segment in Malaysia?” and “What are the reasons behind the shrinking B40 segment in Malaysia?”. Similarly, Questions 36 and 37 asked about two polarly different question, and both were answered plausibly and in the affirmative. Both of GPT-3’s answers were plausible but one of them is impossible to be factual as both questions are opposite of each other. This observation indicates that GPT-3 to support whatever conclusions a researcher arrives at, regardless of its factuality, and both can be supported by visibly plausible answers.

<table>
<thead>
<tr>
<th>No</th>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>Tell me about the B40s in Malaysia.</td>
<td>The B40s are a socio-economic group in Malaysia that consist of those living in the lower 40% of the Malaysian population. This group is highly vulnerable to poverty and income insecurity, as many are employed in informal economic activities or are self-employed, often with limited resources and access to social protection. The B40s can be found amongst both urban and rural populations and face several challenges including limited access to healthcare, education, housing, and other basic services. The government has developed several initiatives to support this group, such as providing financial aid and subsidies for necessities.</td>
</tr>
</tbody>
</table>
| 28 | What kind of skills are needed to help poverty-stricken individuals move out of poverty? | 1. Budgeting and financial literacy: Understanding how to manage money, create a budget and make smart purchasing decisions is important for anyone trying to get out of poverty.  
2. Job and career skills: Finding and keeping a job is key for people trying to lift themselves out of poverty. Developing job search strategies, resume building, and networking skills are important for finding employment.  
3. Education and training: Education is critical for career success, so having access to quality education and training opportunities can be life-changing for those trying to move out of poverty.  
4. Communication skills: Having strong communication skills can help individuals find employment, interact with potential employers, and establish relationships with others that may lead to job opportunities.  
5. Self-esteem: Having a positive attitude and strong self-esteem can help individuals make better decisions and motivate them to work hard towards their goals. |
| 29 | What kind of skills are needed to help Malaysia B40s move out of poverty?   | 1. Financial literacy and budgeting: Understanding how to manage finances and create a budget are key skills needed to help Malaysia B40s move out of poverty.  
2. Job and career skills: Teaching basic job and career skills such as resume writing, interviewing, networking, and job search strategies can be hugely beneficial in helping individuals find better jobs and increase their earning potential.  
3. Entrepreneurship: Knowing how to start a business or grow an existing business can provide Malaysia B40s with the opportunity to generate higher incomes and become self-sufficient.  
4. Technology skills: Having basic digital literacy skills such as using computers, the internet, and smartphones can open new opportunities for Malaysia B40s in terms of accessing information, finding jobs, and connecting with potential sources of income.  
5. Soft skills: Possessing essential soft skills such as communication, teamwork, problem-solving, critical thinking, conflict resolution, and other interpersonal skills can help individuals become more successful in their job search and career pursuits. |
| 30 | What are the key types of assistance needed by the poor to help improve their wellness? | 1. Financial Assistance: This includes direct cash transfers, microfinance, subsidies and grants to help the poor purchase essential items and services.  
2. Job Training and Employment Services: This includes job training, skills development and job placement programs to help the poor gain access to better employment opportunities.  
3. Healthcare Access: This includes access to basic healthcare services and medications, as well as health insurance coverage for the poor.  
4. Education and Literacy Programs: This includes improving educational infrastructure, providing scholarships and other support. |
The number of people belonging to the B40 group (the bottom 40% of Malaysian households by income) is increasing in Malaysia. According to the World Bank, the B40 share of Malaysia’s population increased from 38.4% in 2012 to 42.2% in 2018.

The number of people living in extreme poverty in Malaysia has increased by about 0.4 million since 2020, with an estimated 7.9 million people living below the poverty line in 2021.

The number of households belonging to the B40 group increased from 4.2 million in 2012 to 4.5 million in 2016.

The number of households belonging to the B40 group increased from 6.7 million in 2017 to 7.1 million in 2020.

The number of households belonging to the B40 group increased from 4.2 million in 2012 to 4.5 million in 2016.

The number of households belonging to the B40 group increased by 1.4%.

1. Increase in Average Household Income: Malaysia has seen a steady increase in average household income, which has enabled more households to be able to afford higher quality goods and services. This has resulted in an expansion of the B40 segment as...
produced plausible answers. Key findings include:

1. GPT-3 performed well (plausibly good answers) for general questions (Question 38).
2. For two questions regarding e-commerce as a mechanism to help B40s (Question 39 and 40), GPT-3 agrees that e-commerce could be used, however, gives a disclaimer on all three responses mentioning that all business require proper planning and execution.
3. Question 41 and 42 asked about the skills necessary to succeed in e-Commerce. The responses are general and highly plausible.
4. Several key points from GPT-3’s response to Question 43 to Question 45 are highlighted. They appear to be plausible
and reasonable.

5. Question 46 generated a plausible answer. However, the responses were rather general as the skillset is common for any individual to succeed in their professional lives.

6. In terms of products and services that B40s can offer (Question 47), the responses appear to be plausible. Non-IT related services mentioned are offered by the B40s, especially cleaning services, home repairs, and food delivery such as FoodPanda and GrabFood.

7. Question 48 was answered generally.

8. In Question 49, we asked GPT-3 to write an academic thesis regarding. Again, it appears to write a convincing article on the B40s, advantages of e-Commerce, and it potential and challenges. It appears that questions starting with “write an academic thesis on …” seems to produce the most academic-sounding and most possible to be misused to spread disinformation if injudiciously used.

Table 7. GPT-3’s responses to questions about e-Commerce to help B40s

<table>
<thead>
<tr>
<th>No</th>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>38</td>
<td>What are the advantages of e-commerce over traditional commerce?</td>
<td>1. Convenience: E-commerce provides customers with 24-hour access to products and services from any location with an internet connection. Customers can shop at any time that is convenient for them, rather than being limited to the hours of a physical store.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Increased Product Availability: With traditional commerce, customers have to rely on the physical store’s inventory. With e-commerce, customers have access to a much larger selection of products as they can shop from multiple online stores and compare prices and features quickly and easily.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Lower Cost: With no need for physical stores or sales staff, e-commerce businesses typically have lower operating costs than traditional stores, allowing them to pass on savings to their customers in the form of lower prices.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Personalization: E-commerce businesses are able to track customer behaviour and preferences and use the data to personalize offers and recommend products that are more likely to be of interest. This helps create a more engaging shopping experience for customers.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5. Speed: Traditional stores require customers to physically visit the store and wait in line to make a purchase. With e-commerce, customers can purchase products with a few clicks and have them delivered directly to their doorstep in a matter of days or even hours.</td>
</tr>
<tr>
<td>39</td>
<td>Is e-commerce a viable solution to help alleviate the quality of life for Malaysian B40s?</td>
<td>6. Yes, e-commerce can be a viable solution to help alleviate the quality of life for Malaysian B40s. E-commerce can provide access to affordable goods and services, which are often cheaper than those found at physical stores. It also allows consumers to shop from the comfort of their own homes, eliminating time and money spent on transportation. Additionally, e-commerce can provide access to products and services that may not be available in local markets, enabling B40s to purchase items they wouldn’t normally have access to. Finally, e-commerce platforms offer a wide range of payment options, including cash on delivery, making it easier for B40s to make purchases without having to use a bank account or credit card.</td>
</tr>
</tbody>
</table>

First Attempt:

Starting an e-commerce business can be a viable solution to help alleviate the quality of life for Malaysian B40s, but it is by no means a guaranteed solution. Starting a business requires careful planning, research, and hard work. It also means taking on risks and making investments that may or may not pay off. Additionally, there are many different aspects to consider when running an e-commerce business such as marketing, customer service, product selection and delivery logistics. Therefore, it is important to consider whether this is an appropriate solution for the individual in question before embarking on this venture.

Second Attempt:

Starting an e-commerce business can be a viable solution to help alleviate the quality of life for Malaysian B40s, but there are several considerations to take into account before launching such a venture. Firstly, it is important to understand the local market and identify the right product or service to offer. Secondly, it is essential to have a plan in place that outlines how the business will be managed and
### 41. Why is starting an e-commerce business a viable solution to help alleviate the quality of life for Malaysian B40s?

Starting an e-commerce business can be a viable solution to help alleviate the quality of life for Malaysian B40s because it can provide them with access to goods and services that they may not be able to access or afford in their local area. This can help them build up their skills and knowledge that can be used in other areas of business.

### 42. What are the necessary skills needed for the Malaysian B40 group to succeed in e-commerce?

1. **Computer literacy**: This is essential for anyone wanting to succeed in e-commerce as it allows them to navigate the online marketplace, research potential customers and products, and manage their online store.
2. **Technical Skills**: Understanding how to use platforms such as Shopify, WooCommerce and other e-commerce tools is essential to running a successful e-commerce business. Having a basic understanding of coding and web design can also be beneficial in setting up an online store or website.
3. **Marketing Skills**: Knowing how to market your store or product is key to success in e-commerce. Having an understanding of digital marketing tools such as advertising, SEO and social media will help you reach your target audience and get more sales.
4. **Financial Management**: Knowing how to manage the finances associated with running an e-commerce business is important for long-term success. This includes creating budgets, tracking expenses, and understanding taxes and fees associated with selling online.
5. **Customer Service**: A good customer service strategy can make or break an e-commerce business. It’s important to have a plan for responding quickly to customer inquiries, resolving issues promptly, and providing quality customer service across all channels (web, email, phone etc).

### 43. Tell me how starting an e-commerce business be a viable solution to help alleviate the quality of life for Malaysian B40s?

Starting an e-commerce business can be a viable solution to help alleviate the quality of life for Malaysian B40s by providing them with access to products that would otherwise be too expensive for them to purchase. With the rise of online marketplaces, the cost of starting an e-commerce business has become much more affordable. This allows B40s to become entrepreneurs and sell goods online at a fraction of the price of traditional retail stores. The lower overhead costs associated with running an e-commerce business also means that B40s can offer competitive prices for their goods, giving them a better chance at success. Furthermore, by having access to online resources such as tutorials, blogs, and social media platforms, B40s can learn how to effectively run their own businesses and market their products at minimal cost. Ultimately, this will enable them to increase their income, improve their quality of life, and break out of poverty.

### 44. Third Attempt:

Starting an e-commerce business can be a viable solution to help alleviate the quality of life for Malaysians B40s, depending on the type of e-commerce business. If the business is focused on selling products or services that are affordable and essential to low-income earners, then this could provide an opportunity for B40s to increase their incomes. Additionally, the relatively low start-up costs associated with e-commerce businesses can make them an attractive option for those with limited resources. However, it is important to note that success in any business requires dedication, hard work, and strategic planning.
45. What help do people usually need when creating an e-commerce business?

1. Business planning: Developing a comprehensive business plan that outlines the vision, goals and strategies for the business is essential for success.
2. Financing: Securing startup capital to cover the costs of launching an e-commerce business can be difficult.
3. Marketing: A successful e-commerce business requires strong marketing efforts to reach customers and generate sales.
4. Technology: Building an online store requires a range of technology tools, including web hosting, shopping cart software and payment processing systems.
5. Product sourcing: Finding reliable suppliers for products is essential for any e-commerce business.
6. Shipping & logistics: Developing an efficient shipping and logistics system is necessary to ensure orders are fulfilled quickly and accurately.
7. Customer service: Providing excellent customer service is a crucial part of any successful e-commerce business.

46. What are the technical skills necessary for B40s to improve their lives?

1. Digital literacy: Basic computer and internet skills, such as using a keyboard and mouse, navigating the web, and understanding different computer programs.
3. Communication skills: Being able to effectively communicate both orally and in writing.
4. Entrepreneurial skills: The ability to recognize and create opportunities, come up with creative solutions, and manage resources.
5. Problem-solving skills: Being able to identify problems, develop strategies for solving them, and apply solutions to different situations.
6. Leadership skills: Developing the ability to inspire and motivate others, build consensus among different stakeholders, and delegate tasks appropriately.
7. Analytical thinking: Applying logical reasoning and critical thinking to understand complex situations and make decisions based on evidence.
8. Networking skills: Developing relationships with people in your community who can provide support or resources that can help you improve your life.

47. What are products and services that can be offered with low skilled labor and low startup cost?

1. Websites and Graphic Design: Offering basic website design and graphic design services requires minimal technical expertise and can be done with minimal startup costs.
2. Virtual Assistant Services: Virtual assistants can provide a variety of services such as data entry, customer service, and bookkeeping, which require no specialized skills or technical expertise.
3. Cleaning Services: Starting a residential or commercial cleaning business requires little capital investment and can be done with low-skilled labor.
4. Pet Care Services: Offering pet sitting, pet walking, and pet grooming services requires no specialized skills or technical expertise, making it an ideal business to start with low-skilled labor and low startup costs.
5. Home Repairs & Maintenance: Home repair and maintenance services require minimal technical expertise and can be done with minimal startup costs.
6. Food Delivery Services: Offering food delivery services requires no specialized skills or technical expertise, making it a great business to start with low-skilled labor and low startup costs.

48. What are the skills that need to be learnt by B40s to become self-reliant through e-commerce?

1. Basic computer skills: B40s must learn how to use a computer and navigate the internet, including how to find and open webpages, type text, save files, and browse the web safely.
2. E-commerce skills: B40s need to learn basic e-commerce skills, such as setting up an online store, creating product listings, managing customer accounts, and processing payments.
3. Digital marketing skills: B40s need to learn how to promote their products or services online, including search engine optimization (SEO), pay-per-click (PPC) advertising, social media marketing, email marketing, and content marketing.
4. Financial management skills: B40s should learn how to manage their money effectively, such as budgeting and keeping track of income and expenses.
5. Customer service skills: B40s need to be able to provide excellent customer service in order to build a successful online business. This includes responding to customer inquiries in a timely manner and resolving customer complaints quickly.
thesis on the B40s in Malaysia and how they can be assisted to succeed in e-commerce.

Discussion

In order to address the challenges faced by the B40s in engaging in e-commerce, a number of solutions have been proposed. These include government initiatives such as providing access to subsidized broadband services and digital literacy training, as well as private sector initiatives such as providing access to financing options and customer service support. Furthermore, there is potential for the use of technology such as artificial intelligence and machine learning to improve the user experience on e-commerce platforms, making them more accessible and easier to use.

Conclusion

The B40s in Malaysia have great potential to benefit from engaging in e-commerce. However, there are a number of challenges that they face which need to be addressed in order for them to succeed. Solutions such as government initiatives and private sector initiatives can help address these challenges, while advances in technology can improve the user experience on e-commerce platforms. With the right support, the B40s can gain greater access to economic opportunities through e-commerce.

5. Conclusions

It is important for academic researchers to understand that GPT-3 is a “human-like text generator” that can generate plausible but possibly non-factual content. GPT-3 is also never designed to be factual, as it was trained on some sources that have questionable factuality (such as forums, etc.). Therefore, there is a distressing need for fact-checking in GPT-3. However, to GPT-3’s credit, it does seem to have some rudimentary knowledge base as it is trained on an extremely large dataset of text. Our experiments have polarly different questions indicated that GPT-3 responses can be used to support whichever point of view that a researcher wants like to highlight with plausible explanations to support it.

Consequently, the risk for academic fraud is extremely high with GPT-3. Although it can be a beneficial tool for learning if used properly, care must be taken so that GPT-3 responses are fact checked so that is not abused by researchers and students to write entire assignments or research papers. Another angle to consider is GPT-3 could be used to generate dubious academic papers that the public trusts. Our experiments indicate that GPT-3 already has some rudimentary understanding of the structure of an academic paper and can be misused by individuals that lack the ethical and cognitive ability to use this tool judiciously.

Finally, based on our experiments, we postulate that GPT-3 can be used to help academic writers but the tool must be used with care. It can be used to form beginning ideas, or to create introductory parts of the paper due to its ability to describe current knowledge consensus. This is because plausible information is relatively neutral and can ease the reader into more technical aspects of the paper. However, care must be taken to fact-check its statements carefully against research in the area. Another way is to train GPT-3 to cite the sources for its material as well perhaps in combination with existing websites such as Google Scholar, Scopus and IEEExplore.

6. What should be GPT-3’s future direction?
GPT-3 is truly a remarkable invention with limitless potential for humankind. As such, we propose several future directions for OpenAI engineers to consider as GPT-3 has the potential to replace search engines like Google because of its NLP capabilities:

1. The authors are advocating that the next generations of the GPT-3 be **trained with data from academic research papers**. GPT-3 was **not trained to source information from academic research papers in PDF format** the format commonly used to disseminate research papers. This strategy could be an invaluable addition to GPT-3’s knowledge base as academic research is factual, evidence-based and peer-reviewed. This could be used to **counterbalance GPT-3’s possible information bias**, as it admits in Question 11.

2. The authors believe that the inclusion of academic papers can help **defeat many false news and claims** made by unscrupulous individuals that have significant social media presence and influence on the internet, and thus urge OpenAI to consider these modifications to future versions of GPT-3. The implementation can perhaps in the form of a slider to adjust between “Casual Mode” to “Factual Mode”.

3. Consequently, we can also consider two versions of GPT-3, one **trained on factual data**, and the other **trained on other types of information**. Some researchers have already worked on compiling a high-quality text corpus targeted at training large-scale language models derived from academic and professional sources [26], which could be integrated as part of GPT-3’s knowledge base.

4. In this multimedia age, some useful information can also be gained from online video platforms. GPT-3 could be combined with the OpenAI Whisper project to **transcribe videos** and **extract information** from them.

5. **GPT-3 was not trained on the Dark Web.** The authors tend to agree on OpenAI engineers’ decision of this. However, it would be interesting to examine the outcome of this as although the Dark Web contains questionable content, it is still a rich source of information, even larger than the information stored on the surface web. The authors invite further discussion on this matter to further enhance and complete GPT-3’s knowledge based on its pursuit for the perfect NLP model.
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