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The rapid proliferation and adoption of generative Arti�cial Intelligence (GAI) underscores its ease of use.

However, there has been limited research exploring what constitutes pro�cient use of GAI and what

competencies underpin it. In this study, we adopt a grounded approach and semi-structured interviews to

explore how twenty-�ve expert GAI users (all knowledge workers) de�ne, exemplify, and explain GAI

pro�ciency. A purposive sampling approach was adopted with the aim of capturing input from experts from a

range of occupations and sectors towards answering three questions. First, can we identify the

characteristics that differentiate pro�cient (more effective) use of GAI? Second, what competencies are seen

to underlie pro�cient use of GAI? Third, what bene�ts are associated with more pro�cient use of GAI tools?

Analysis of the descriptions shared by the experts revealed four aspects of GAI pro�ciency: effective

prompting, informed and responsible choices, diversity of use, complexity of use, and frequency of use. In

addition, the following themes emerged from the analysis of the competencies supporting more pro�cient

use of GAI: GAI literacy, domain expertise, communication skills, metacognition skills, curiosity and

inquisitiveness, �exibility and adaptability, diligence, and (in some contexts) information technology skills.

More pro�cient use of GAI was seen to have bene�ts ranging from improved productivity, higher quality

output, and more original work. By offering a comprehensive framework for effective use of GAI, grounded in

real-world experience, this study guides further research and substantiates the continuing relevance of

human skills, knowledge, and mindsets when working with GAI tools.

Corresponding authors: Einat Grimberg, einat.grimberg@data61.csiro.au; Claire M. Mason,

Claire.mason@csiro.au

1. Introduction

Generative Arti�cial Intelligence (GAI) refers to a broad category of AI solutions that can identify patterns learnt

from vast datasets and generate new content that is often indistinguishable from human-generated content[1].

The adoption rate of GAI tools such as OpenAI’s ChatGPT or Dall-E has been unprecedented[2][3], reaching 100
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million users within two months after its launch[4]. According to some surveys, 75% of knowledge workers use

GAI at work today[5]. This rapid adoption can be attributed, in part, to their ease of use and �exibility. Their

conversational capability means that they can be used without prior training or coding experience, and their

�exibility means that they have broad application and can be harnessed across multiple domains[6][3]  and at

different stages of task performance[7].

As well as being easy to use, GAI tools appear to offer important performance advantages. Randomised control

studies reveal that, on average, these tools improve users’ productivity and quality in knowledge work ranging

from programming[8], legal work[9], customer service[10], and consulting work[11]. Nevertheless, in these same

studies, the researchers noted instances where the tools actually lowered workers’ performance on the task.

Errors noted in these studies may well be magni�ed if GAI tools are used on tasks for which workers do not have

prior training and work experience. This highlights the importance of pro�ciency in using GAI tools effectively.

Pro�ciency involves not only understanding how to use the tools but also applying them in a way that

maximizes their potential while minimizing errors. There is therefore an urgent need for research that explores

the question of what constitutes pro�cient use of GAI tools and what competencies (skills, knowledge, or

mindsets) workers need to use GAI tools pro�ciently.

Williams & Fletcher[12] de�ne Job-Speci�c Task Pro�ciency as “the degree to which the individual can perform

the core substantive or technical tasks that are central to the job. They are the job-speci�c performance

behaviours that distinguish the substantive content of one job from another” (p.143). This de�nition highlights

the behavioural, performative aspects of carrying out a task. In the context of GAI tools, pro�cient use can be

seen as the ability to perform tasks effectively and ef�ciently using these tools, leveraging the right

competencies to achieve high-quality outcomes.

Competencies, on the other hand, are the set of qualities that support the pro�ciency. Bartram et al.[13] introduce

a model of competency that includes competencies, its context, and results. They distinguish between

competencies that are sets of desirable behaviours instrumental in the delivery of desired results or outcomes,

and “competency potential”, which are the individual attributes necessary for someone to produce the desired

behaviours. According to the authors, these attributes are not always re�ected in actual behaviour, since the

behaviour that an individual displays is moderated by the context. The result component of their model refers to

the outcomes or goals of behaviour.

Hlavac[14]  de�nes skills as “either a demonstration of procedural knowledge or the capability to demonstrate

procedural knowledge”. He emphasises the learning element in competencies. His “knowledge, skills, and

abilities” triad refers to qualities that a person has acquired (usually through formal training, even if this is not
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the only means for these to be gained). He adds that these three elements are outcomes of formal training and

experiential learning[15][16][11][17][18][8].

This study aims to understand the competencies - skills, knowledge, and mindsets - underlying pro�cient GAI

use and how they contribute to the bene�ts derived from using GAI tools. To this end, we interviewed a diverse

group of expert GAI users, capturing their descriptions of effective and ineffective use of GAI. Their examples

were used to characterise pro�cient use of GAI tools, analyse the competencies perceived to be differentiating

effective from ineffective use of GAI, and identify the bene�ts derived from such effective use.

1.1. Skills and knowledge for GAI tools

A considerable portion of both public discourse[19][20][21][22] and scienti�c literature[23][11][24][25][26][27] on skills

needed for using GAI tools has primarily focused on prompting skills. Prompts are essentially requests made to

GAI tools to perform speci�c tasks, serving as the primary form of interaction between the user and the GAI

system. There is already some evidence as to the importance of prompts in achieving good output from GAI

tools. Jiang et al. (2020) reported that precise prompt composition is critical in achieving the desired output,

with semantically similar prompts yielding signi�cantly different and sometimes even incorrect output.

Effective prompting appears to be a challenge to non-AI-experts, and especially to people without programming

skills[27]. However, research suggests that training on how to prompt can lead to greater productivity gains from

GAI tools[11].

In the literature, attention has also focused on the potential risks of uninformed reliance on GAI tools, due to

their widely reported ‘hallucinations’ (inaccurate, inappropriate, or misleading outputs) that these tools can

produce. AI literacy is therefore often cited as a requirement for the responsible use of GAI[28][29][30][31].

De�nitions of AI literacy abound, but they commonly refer to the ability to understand, use, and assess the

rami�cations of AI tools[30][32][33]. Experienced users of AI tools have been found to achieve higher scores on

measures of AI literacy[34]. However, there is surprisingly little evidence to show that interventions designed to

enhance AI literacy improve performance when working with AI tools.

Researchers suggest that effective use of GAI human skills, such as critical thinking[35], metacognition[36],

intuition (Buchanan & O’Connell, 2006), and soft (communication) skills, are advantageous to complement the

AI and enhance its output[37]. A recent study by Annapureddy et al.[38] proposed twelve key competencies for

understanding and using GAI systems, including knowledge of the technology, prompting, programming,

domain expertise, and knowledge of the ethical and legal implications of using GAI systems. However, their

model was based on a literature review of mostly conceptual papers and other reviews, rather than empirical

evidence. Another recent study of 692 business professionals working with GAI found that character-based
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traits and communication will be required to work effectively with GAI tools. The authors report that skills such

as quantitative analysis, language skills, and written communication skills were commonly viewed as less

important for GAI-enabled workers[39]. In comparison, skills such as integrity, strategic vision, the ability to

inspire others, and oral communication were becoming more important[39].

1.2. Contribution of this study

In this study, we adopt a grounded approach[40] to explore GAI expert users’ views on competencies for working

with GAI tools.

Our objective is to extend the existing discourse on the importance of prompting skills and AI literacy for the

effective use of GAI tools by identifying the range of attributes (from skills, knowledge, attitudes, and mindsets)

underpinning the effective use of GAI tools. This study informs three research questions:

�. How do users perceive effective and ineffective use of GAI?

�. What competencies are consistently linked to effective use of GAI?

�. What bene�ts are associated with effective use of GAI?

2. Methodology

2.1. Sample

We adopted a grounded approach to base our �ndings on real-world observations and allow new ideas to

emerge[40]. A purposive sampling strategy captured insights from experienced and acclaimed GAI users across

various roles and organisations, identifying cross-cutting GAI competencies (rather than sector- or occupation-

speci�c). We reviewed online conference programs and newsletters to identify leading speakers and writers

known for their GAI experience. Additionally, we drew upon our professional networks, asking colleagues to

nominate peers considered ‘expert users’ of GAI. We deliberately sampled participants from diverse roles and

sectors to identify highly generalisable user practices. The interviews were conducted between February and

August 2024.

The purposive expert sampling approach yielded 25 interview participants, whose collective experience using

GAI spanned 14 organisations and 17 organisational roles (Table 1 & Table 2). About one third of the participants

were identi�ed on social media, while the rest were approached as part of the authors’ professional network.
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Role Sector

P104 Owner & CEO of a design studio for mobile gaming Creative industries

P105 Architect and head of architecture �rm Creative industries

P106 Research scientist Science and Technology

P107 Creative director Creative industries

P108 Research scientist Science and Technology

P109 Teacher Education

P110 Research scientist Science and Technology

P111 Research scientist Science and Technology

P112 Data scientist Science and Technology

P113 Software engineer Science and Technology

P114 Organisational development advisor Science and Technology

P115 Educator Education

P116 Organisational development manager Science and Technology

P118 Legal practitioner Legal services

P119 Legal practitioner Legal services

P120 Academic Education & Research

P121 Medical practitioner & Technology lead Healthcare

P122 Medical practitioner & Technology lead Healthcare

P123 Academic Education

P124 CTO and academic Creative industries

P125 Journalist Media

P126 Legal practitioner Legal services

P129 UX, design and IT professional Science and Technology

P130 Educator and technology leader Education

P131 AI consultant Professional services

qeios.com doi.org/10.32388/INFMMJ 5

https://www.qeios.com/
https://doi.org/10.32388/INFMMJ


Table 1. Participants’ Professional Background
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Role
Creative

industries
Education

Education

& Research
Healthcare

Legal

services
Media

Professional

services

Science

and Technology

Grand

Total

Research

scientist
4 4

Legal

practitioner
3 3

Teacher /

Educator
3 3

Organisational

development

professional

2 2

Medical

practitioner &

Technology

lead

2 2

Academic 1 1 2

AI consultant 1 1

Creative

director
1 1

CTO and

academic
1 1

Data scientist 1 1

Journalist 1 1

Software

engineer
1 1

UX, design

and IT

professional

1 1
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Role
Creative

industries
Education

Education

& Research
Healthcare

Legal

services
Media

Professional

services

Science

and Technology

Grand

Total

Mobile

gaming

designer

1 1

Architect 1 1

Grand Total 4 4 1 2 3 1 1 9 25

Most participants had begun using GAI tools when ChatGPT launched in November 2022, giving them at least a

year of experience by the time of the interviews. Prior to the study, we couldn’t objectively verify their GAI

expertise and relied on rules of thumb, such as peers’ opinions or considering keynote speakers on GAI as

having considerable expertise. We included individuals without clear programming expertise, as interactions

with GAI tools differ between chatbox interfaces and programming apps. We aimed to include these different

interaction approaches in the study.

2.2. Interview Protocol

The interviews were semi-structured, with some questions asked across all interviews, while others varied in

response to interviewees' speci�c experiences and knowledge of GAI tools. Follow-up questions were added to

delve deeper into the topics that emerged. Initially, participants described their experiences with GAI, including

the tools they used, their purposes, and the length of usage. They were then asked to provide examples of

effective and ineffective GAI tool usage in their work. We did not prede�ne effective GAI tool use, with the aim of

understanding participants' perspectives. Finally, interviewees identi�ed the competencies (skills, knowledge,

or mindsets) they drew upon for effective GAI tool usage. It was trialed with a small group before main data

collection, and feedback helped re�ne the questions for clarity and �ow.

The interviews were held via video calls, with most interviews lasting approximately 45-60 minutes (with a few

taking longer). Interviews were conducted by the authors. Participants had received an information sheet before

the interview, based on which they provided informed consent, speci�cally agreeing to the recording and

transcription of the interviews. Ethical clearance for conducting and analysing the interview data was obtained

from the CSIRO Human Research Ethics Committee, ensuring that all procedures adhered to the Australian

National Statement on Ethical Conduct in Human Research and posed a low risk to participants.
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2.3. Analysis

The data analysis was carried out iteratively and collaboratively by the two authors of this manuscript, using the

NVivo qualitative data analysis software[41]. The �rst stage of coding involved both authors independently

coding the same two interview transcripts. At this stage, a code was created for every ‘idea’ contained in the

transcript relating to the use of GAI. After this process, the authors shared their coding and agreed on a structure

for organising these codes into themes. As coding continued, we developed a codebook which provided a

detailed description for each of the commonly used codes, to support consistency in coding practice. As coding

continued, the authors continued to discuss emerging codes and useful ways of structuring them. Once each

transcript had been coded by at least one author, the coding structure was revisited and a framework for

organising the themes in the data was agreed upon. At this point, all the coded material was reviewed to ensure

that each theme was clearly differentiated.

Our analysis includes both stated and observed data. Stated data are participants' explicit reports, while

observations are pieces of information not directly mentioned by participants but rather noticed by the

interviewer or researcher through careful and critical examination of the data. These observations can include

verbal and non-verbal cues (e.g., emphases, facial expressions, pauses), contradictions in description, gaps (what

is not discussed), and so forth. This approach allows us to highlight concepts that are overlooked or silenced by

the interviewees.

The quotes presented here are provided as originally stated by the participants (excluding �llers like “you

know”, “ok”, and alike). Thus, these quotes maintain the natural �ow of speech and may not be grammatically

accurate.

3. Findings

The themes and connections that emerged from the interviews provide a framework for understanding

pro�cient use of GAI, the competencies underpinning it, and its bene�ts or outcomes (see Figure 1 for a

schematic representation). The �ndings are described accordingly along these three main categories: �rst, we

illustrate how participants’ descriptions of effective and ineffective GAI use reveal four facets of GAI pro�ciency.

Next, we discuss the eight main ‘GAI competencies’, re�ecting participants’ descriptions of the skills,

knowledge, and mindsets that support effective use of GAI. The competencies align with the common

de�nitions of skills, knowledge, and mindset[18], which motivated us to keep these categories. Finally, we

illustrate how these competencies and aspects of pro�ciency lead to the bene�ts derived from using GAI tools.

The competencies, then, are viewed as necessary conditions for pro�ciency and the bene�ts. The subsections
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start by describing the Pro�ciency construct, laying the groundwork for outlining the associated competencies.

Contrarily, the �gure begins with competencies to show the directional interaction between the constructs.

Figure 1. A framework of GAI users’ competencies, pro�ciency, and bene�ts

3.1. GAI Use Pro�ciency

Adopting Williams & Fletcher’s[12]  de�nition, we concentrated on the behavioural aspects of using GAI as

highlighted by participants to describe pro�ciency. Despite the diverse backgrounds of the study participants

and the variety of tasks they used GAI for, four recurring themes emerged from the descriptions of effective and

ineffective ways of working with GAI. Two themes, effective prompting and informed and responsible choices,

were explicitly identi�ed by participants as distinguishing effective and ineffective use of GAI. The other two

themes, diversity of use and complexity and novelty of use, emerged during the analysis of participants'

descriptions, rather than being explicitly identi�ed or veri�ed by participants.

3.1.1. Effective prompting

Prompting was usually the �rst thing that participants mentioned when asked about effective use of GAI.

Effective prompting was described as the key to obtaining focused and relevant output from GAI tools. Effective

use involves crafting queries that direct the GAI towards generating more accurate or appropriate responses

than those often obtained with unre�ned prompts. It starts with adopting a conversational style of a

communication process between two parties and a gradual "back and forth" exchange over several steps, where

each step builds on the previous one, narrowing or broadening the focus as needed, as interviewees explained:
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[…] the ability to continue the conversation – […] not many people get into it. […] you can manage the

conversation and narrow it down and deepen it and continue the investigation during the conversation

[…] There are people who ask questions, get an answer. They �nd out whether or not they are moving

forward. They take it and move on. There are those who ask a question and get an answer that they don't

like. So, they ask it again and again and again until they get an answer that they do like and then they

move forward with it. And there are those who really realise that you can have an intelligent

conversation and investigate it in all kinds of directions and narrow it down and deepen it and draw out

more angles. (P125)

[…] all you have to do is start a conversation […] It's like going to a pub and you know, you go up to a

random person and say, “tell me what the population of Argentina is” […] they might know. But if you

start that conversation “Well, what can you tell me about Argentina?” […] what's the produce? And […]

then the conversation [sic] knows it's about Argentina. What's the population growth?” (P106)

Notably, providing context is a vital element of effective conversation. Secondly, good prompting involves

providing context about the problem. Effective contextualisation includes describing the problem space, the

objectives, and the desired format of the output. Participants reported that this contextual information

improved the quality of output:

[…] if I give it more context about my problem then it gives me better answers [...] it also needs to be

relevant context […] How much context you need to give or not depends on what you're trying to do, but I

think both the supplying of context as well as the approach or the methodological approach you ask it to

follow to answer your query, those two things are probably the key aspects, I think. (P108)

Related to context setting is role speci�cation. A few participants mentioned that prompts could be improved by

providing context about the role or persona that the GAI should adopt when responding to the query:

[…] you tell it “you're a world class copywriter and I need to communicate this” (P116)

However, contextual information was only useful if it was relevant to the task being performed. Providing

irrelevant contextual information could adversely affect the quality of the output provided by the GAI (P108,

P114).

Participants (P108, P109, P113) also spoke about the need to use the correct terminology when prompting. Using

the right terminology reduced ambiguity for the GAI and thereby resulted in better quality output. Another

recommendation was using a ‘step-by-step’ prompt as a way of improving the quality of the output (P108, P110).

Breaking complex queries into manageable parts also allowed the user more control because they could see the

steps taken by the GAI and modify them if necessary. Similarly, an iterative approach and testing modi�cations
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of prompts is required in order to improve the quality of the output, as noted by several interviewees (e.g., P108,

P109, P110, P114, P116)

[…] it's de�nitely an iterative process because the AI, no matter how well you prompted and how well you

explain the context, it still has the chance to just go off target. And so you've got to keep reminding it

(P110)

A few participants (P108, P118) noted that if the GAI repeatedly fails to produce the desired results, it was useful

to reset and start the conversation from the beginning.

Another technique mentioned to improve prompting was using GAI to help generate prompts for later

interactions. This ensures that the prompt is articulated in a way that enhances its understanding and

execution, thus increasing the likelihood of getting the best output.

3.1.2. Making informed and responsible choices

Participants highlighted the importance of making informed and responsible choices about the use of GAI. They

discussed safe and unsafe ways of using GAI, noting what information they share and where. They mentioned

being careful not to share sensitive or con�dential data with externally hosted GAI systems, contrasting this

practice with what they regard as the approach of less effective users. Other participants spoke about

considering how their queries are used and whether the data is sent back to developers and used to train the

model. To use GAI well, users need to understand the IP and ethical issues that could arise as a result of using

these tools.

ChatGPT itself […] obviously learns from the inputs that you put into it. So, you would de�nitely not want

to put anything that had IP or patient information in it (P121)

Therefore, effective use of GAI means understanding the IP and ethical issues that could arise as a result of using

these tools. A similar argument was raised by a participant who is an art teacher, who noted that more GAI-

literate drawing students were thinking about the IP risks associated with GAI tools:

[…] a couple of my [students who are] really nice drawers are going ‘Yeah, but what happens if I put my

work up and then I see part of my work in a piece that's been generated?’ (P109)

Responsible use of GAI was also re�ected in the way in which participants conceptualised their own roles and

the role of the GAI. Many of our experts used terminology that re�ected their awareness that they should be the

responsible agent in the interaction, describing themselves as ‘the one in charge’ or ‘in the driving seat’. In

contrast, the GAI was described as an ‘assistant’, an ‘intern’, their ‘agent’ or a ‘tool’. Adopting this responsible

stance meant that the user not only sets the task and guides the GAI, but also monitors its progress and is the
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one who would be conducting quality assurance to spot when the GAI was providing incorrect, �awed or

incomplete output.

I show it something, ask it to give me feedback, I get feedback. I give it different feedback […] It’s […] a bit

like how I manage my team. (P107)

[…] it's my responsibility to check that it's accurate, in the same way that you would with a medical

student (P121)

Whether the GAI was described as an “assistant” or more like an equal or even higher collaborator (‘tutor’,

‘mentor’ and ‘colleague’), it re�ects the various roles users envision GAI playing in their work. This highlights

how GAI can alleviate some of the workload or provide guidance and offer feedback similar to a human

counterpart.

Pro�ciency, as demonstrated by effective users, also involves making informed decisions about which GAI tools

to use, when and how to use them, rather than using these tools arbitrarily. These decisions are based on their

understanding of the functionalities of the various GAI tools and their respective strengths and weaknesses.

Most of my use is ChatGPT. And sometimes if I need Hebrew, I go to Claude. And if I need data that I'm

going to dig into, [for] its links, I go to Perplexity […] Perplexity is very convenient for this kind of

academic research. Because all the data it gives you, it also gives you the links on which it is based. (P125)

Using GAI tools appropriately, then, involves responsible use as indicated by safety considerations (what data to

share and which tools to share it with), strategic decisions about whether GAI would be suitable for a task and if

so, which GAI tool would be best, and �nally, evaluating and where necessary, improving on the output of the

GAI.

You need people who are going to take responsibility for the outputs (P112)

3.1.3. Diversity of use: Tools and applications

Diversity of use refers to the variety of tasks and tools. Unlike the other two pro�ciency characteristics, this was

not explicitly identi�ed by participants as an indicator of pro�ciency. Instead, it emerged while reviewing

descriptions of usage practices and noting differences in how and for what participants use GAI.

Most of the participants were mostly using popular GAI tools such as ChatGPT, CoPilot, Claude, Dall-E, or

Midjourney, for relatively standard tasks like retrieving information, ideation, writing assistance (both

generating text and reviewing it), summarising documents, generating images, coding assistance, and alike.

Sometimes applications were used in combination to achieve improved output compared to what would be

expected from using a single application, with different tasks being assigned to different tools.
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[…] sometimes you'll use […] multiple AI to get what you need as well. So crafting the perfect prompt using

ChatGPT and then putting that into Midjourney. (P116)

Fewer participants demonstrated a broader range of tools and tasks. They used more tools for more tasks and in

more novel and complex ways, like screening datasets (P108, P112), creating mock data (P106, P130), or rostering

(P121). The following is an example of how scientists use GAI to generate mock data with GAI to simulate and

replace textual input that otherwise would have been provided by human participants.

… one of the more fun ones I did early on […] where I was working on a controversial, disruptive

technology […], I said, “hey, can we have a town hall type discussion? Can we bring in, say, 5 stakeholders

who are based around this disruptive technology and we can start this conversation,” and it created like

someone from the meat industry, someone from public health, someone from the public consumer,

someone from lab supplies, and all this, and then, you know, a meat farmer as well (P106)

The next use case was provided by a researcher specialising in design and technology. As part of his work, he

often asks users to come up with stories about the technologies they wish to use, which serve as essential inputs

for his work. However, in one of the projects within a highly specialised domain, the participants could not

provide him with the desired stories. To address this gap, he used GAI to generate such stories instead of relying

on his usual human users.

GenAI helps a lot when I have to develop rapid prototypes and tell a story about something very

technical. So, for example, I'm working with a quantum chemistry team […] and I want to tell a story

about how a scientist is going to use their programming environment in the future. …so, I was able to do it

much more quickly than normal. So, because to tell this story, you need somebody who's imaginative and

who understands the science domain and […] who is willing to write a story about a person and be

speculative? (P130)

Occasionally, attempts to delegate tasks to the GAI fail, such as the rostering task mentioned by P121. Despite

these occasional failures, these attempts show that pro�ciency also involves creatively pushing the boundaries

of what can be achieved with GAI. It is the ideation and experimentation rather than the outcome. These novel

complex tasks often involve solving intricate problems, compensating for limited resources (e.g., original data),

or handling laborious tasks typically done by a team in a shorter time. Notably, these tasks are usually

performed using coding tools rather than the standard chatbox interface, requiring speci�c expertise.

3.1.4. Usage frequency

Several users (P108, P111, P113, P115, P116, P120, P131) described using GAI often and embedding it into their

regular, daily work practices. Some of these heavy, high-frequency users shared that the frequency of use has
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increased over time, which may re�ect both the increasing capabilities of the technology and its ability to

support users in their work, as well as the growing familiarity with these capabilities and knowing how to use

them better for more tasks, as described earlier.

[…] when I �rst sort of started, I'd say it was more like it was a thing I did, whereas now […] it's just part of

my day now (P116)

Like the diversity of use, frequency was not necessarily identi�ed explicitly by the participants as a measure of

pro�ciency. Yet, one participant did associate it with the level of usage:

high frequency users, they're starting to use the technology at a much more advanced level.

At that advanced (level), […] more creativity and innovative solving complex problems or coming up with

new ideas to blah blah all that stuff. Whereas you know workers who just use it from time to time (P131)

Only a couple of participants (P109, P121) reported using GAI at a lower frequency (several times a week or even

less). When assessing how these participants use the AI, it seems that they were on the lower end of the diversity

and complexity of use. It is possible, then, that there is an inner relation between frequency and diversity,

indicating that frequency is another indicator of pro�ciency.

3.2. Competencies: knowledge, mindset, and skills

The primary objective of this study was to identify the core competencies that users utilised to effectively

employ GAI tools and subsequently bene�t from their use. In our framework, the competencies element is

broken down into three categories: knowledge, mindset, and skills, in accordance with the acceptable

categorizations[18].

3.2.1. Knowledge: GAI literacy

Participants emphasised the importance of understanding how GAI technology functions, including its

strengths (e.g., interacting in natural language) and limitations (e.g., hallucinations). We label this competency

as “GAI literacy” rather than “AI literacy” because participants focused on the speci�c features of GAI rather

than on AI in general (e.g., other types of AI such as computer vision or recommender systems). This

understanding is crucial for effective usage and leveraging the technology's full capabilities. Participants argued

that having an accurate comprehension of the technology and how it works (essentially, a calibrated mental

model), rather than viewing it as a "magic box” (P110), allows users to adopt the right prompts and make

informed decisions about tasks that the GAI can support. GAI literacy is necessary for the pro�cient use of GAI

because it results in effective prompting and informed choices about when and how to use the tools. High GAI
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literacy involves being aware of the variety of GAI tools and their relative advantages and limitations, so that you

can strategically select the best GAI tool for a given task, as the following quotes illustrate.

The �rst thing you have to do is use ChatGPT 4, use one that you pay for, and not the free one. That's a big

difference because they're very different models. So the 4 is much bigger than the 3.5 (P106)

[…] people should have at least some moderate amount of understanding of what's going on under the

surface and don't just believe it's magic. […] 'cause, […] that helps you understand its limitations and why it

sometimes gives you bad answers. And that helps you work through those situations when they do occur.

Whereas if you just assume it's magic and can do anything, then [..] you're more likely to take it even

when it's wrong (P112)

[…] it's Claude which I prefer for more creative things rather than ChatGPT, and then I also use AI-

generated image kind of production things […] (P114)

3.2.2. Knowledge: Domain expertise

Participants highlighted the paramount importance of having task-relevant knowledge, skills, and experience

when using GAI. This ‘domain expertise’ was necessary both to “feed” or prompt the GAI and to assess its

output. Domain expertise allowed users to provide appropriate contextual information, use the correct

terminology, and provide relevant guidance, all of which helped to ensure that the output provided by the GAI

would be appropriate and high-quality.

If you're looking for a certain style and you're not a graphic designer or something like that, there would

be certain ways that they get a certain effect or they'd like, the different sort of design principles that

would go into, like, good, powerful imagery and things like that. Like photographers would use, like, the

Bokeh effect and those types of things. So having some domain knowledge de�nitely would give you

better results. (P116)

Second, domain expertise was necessary to evaluate the output of the GAI and identify if and how it could be

improved.

I do have a lot of vet nursing knowledge in my brain, so when I'm looking at the answer that GPT is

giving to me, I know exactly when the GPT is having hallucinations, so I can skip that out (P115)

I think I'm a dot-joiner, […] in terms of my role and how I would use AI. I'm joining all these different dots

and having that bird's-eye view and going ‘OK, where does this �t?’ and moving things around (P114)

We note here that applying domain expertise is a form of responsible use, as we mentioned earlier.
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Likening the GAI to an “intern” (P114) or “junior” (P121), as noted earlier, also implicitly suggests that the human

is the one who holds the expert role.

Domain expertise is necessary to transform the best or �nal output of the GAI into an acceptable deliverable, as

noted by one of the interviewees from the legal �eld:

…when you edit it, you do get the more nuance, particularly with law, when you're really trying to explain

nuanced risk to a client. I still think humans do that better than these models, just because you've got

more context, more information, more knowledge about the client, personally, what they might want to

have, where the tool is a, you know, just going off those documents and you know the large language

model, which is […] a predictive tool for predicting what word follows what next. So, I still think the

human adds something to it without a doubt (P119)

3.2.3. Mindset: Curious, inquisitive mindset

Pro�cient use of GAI also appeared to be connected to users’ mindsets. A few participants explicitly mentioned

the importance of curiosity and inquisitiveness; many more mentioned it when describing how they approached

GAI. It starts with a proactive approach of seeking out and testing new models as they became available. Then,

curiosity and inquisitiveness are demonstrated in how one interacts with the technology. Many of our

participants attributed their ability to prompt GAI effectively and use GAI in a wide range of ways to their

inherent curiosity and motivation to learn and experiment with GAI. They described their engagement with GAI

as playful, by which they discover more about the tools’ capabilities, limitations, and applications (P106, P108,

P109, P110, P111, P113, P114, P115, P116, P118).

It was so exciting getting into it, just playing around coding. So, I was playing around with

GitHub Copilot [… it] has just been jaw-dropping, […] but it's just so much fun. […] I was playing in that and

then now with the copilot trial in that as well. Just getting the full exposure. (P118)

if you're curious […] you'll naturally engage on a level where the questions will build on each other, and

it'll build a much […] richer conversation around that topic as you �nd areas of interests. This is the same

sort of interaction. If […] you approach it like you just want a solution to a particular problem or a very

quick answer, then you may as well do a web search because that'll give you the quick and dirty answer.

[…]that's easy, but you're not learning from it as much. (P106)

This curiosity and inquisitiveness are also evident in the frequency with which some of the participants

described GAI knowledge-sharing practices that they engaged in. Participants were observing other users and

discussing different approaches and strategies for various tasks with colleagues (P108, P109, P110, P114, P116).

They were taking part in communities of practice, attending sessions with peers or experts (P108, P114, P116),
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and looking for information about GAI tools online (P108, P109, P110, P114, P116). Participants highlighted the

importance of perseverance and investing time and effort in learning how to use GAI, emphasising that users

who did not do so were risking failing to recognise the full value it offered.

You need to have a degree of playfulness or an experimentation to engage with these tools […] I’ve found

it curious how short people will be with this tool and go; ‘it didn't give me a right answer. I'll never use it

again. But if you hire a grad lawyer and they come up and give you a bad piece of work, you don't go oh,

you're sacked the next day you would go. All right. What training do we need? How can I help you? What

do I need to do? (P119)

Only a few participants reported reaching a point of satisfying mastery using GAI; the majority described the

learning process as ongoing, evolving, and open-ended. They noted that learning and knowledge sharing

remained important even after becoming experienced users because the rapid evolution of technology required

them to continually update their approaches and strategies in order to maximise the bene�ts of the tools:

So, I'm online a lot and getting information from a whole range of sources.

and learning about different approaches fairly rapidly, even though […] I know that they're changing,

quite evolving […]. There's no way to stay up to date with what's going on […] there's always more, more to

learn. (P108)

But this it's changing so fast, like keeping up with everything you've got to learn can be a lot. So, I think

you've got to be quite good at any updates and things like that that come like I �nd if I don't log in for a

week, there's a whole new range of features that I didn't know about (P116)

While exploration and curiosity were important in gaining pro�ciency, they should not undermine the

importance of domain expertise, nor can they substitute for it. Engaging in exploratory practices without

adequate domain knowledge may result in substandard or unsuitable output, as participant 121 explained:

Someone who isn't experienced that maybe could increase their game a little bit, the concern would be

that reliance on it, whether it would steer you down an unknown bias, if you're relying on it too much

‘cause, you're never quite sure of the data set that it's being trained on, are you suddenly gonna be

diagnosing way more white male western diseases (P121)

3.2.4. Mindset: Flexibility, adaptability and creativity

Participants highlighted �exibility, adaptability, and creativity as essential qualities for effective use of GAI.

Working with GAI necessitates multiple changes in one's approach to work, both cognitively and practically. It
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begins with the ability to shift one's mindset (essentially, mental models) about how the technology functions.

When describing ineffective use of GAI, one participant said:

[…] the rigidity of how they [others – EG] work with the tool is quite one to one. They just have this very

strong rigidity like "I need to click the button and get the output", […] or "I want to navigate something in

a very hierarchical manner", and this is the opposite of how a generative agent works. It is a very

inaccurate tool if you are looking for a strong hierarchy. You're not going to input one and receive output

two. You put input one in, and you get output A, B, C, D, and you can put the same input in twice and you

get different outputs. (P124)

The interviewee contrasted two distinct mindsets when working with GAI. The �rst is the “Hierarchical

Approach”, which involves structured and linear thinking aimed at predictable and consistent output. The

second, more suitable for GAI, requires the user to avoid the rigid expectation of consistent output and to be

open to varied results each time.

Flexibility and adaptability are further evident in the ability to adjust to the frequent changes in GAI tools (i.e.,

the introduction of new applications and models with different, often enhanced capabilities).

And of course, it's evolving too. So, of course, I have to evolve with it. (P109)

Adaptability was also seen to be important for pro�cient use of GAI because the evolving capabilities of GAI tools

often demand changes to one’s work practices. Embedding the technology into tasks often requires new

work�ows, as the following participant explained:

It requires, on the one hand, a deep level of learning of new tools. And even more dif�cult is to get used to

changes in the way you do things […]. So, you already have habits, and you have beliefs, and you

approach work in a certain way. (P125)

Expert users are not only willing to integrate the technology as part of their work�ow but also to reconceive

their professional identity, including rede�ning their role, tasks, and responsibilities in this evolving landscape.

P105 described changes in his and his team’s roles. He saw his own role as an editor, overseeing alternative

design solutions suggested by his team and selecting the best ones. With the advent of GAI tools, his team

members were shifting from being responsible for production to adopting more of an editorial role themselves:

...the work is entirely different; it is the work of editing. Essentially, the challenge for us today, as architects

[…] is to �nd what interests us. It is not about creating it but �nding it. […] The guys here generate lots of

alternatives, and I come and edit them, saying, "This has potential." […] Now, in ten minutes, they can

generate 100 options. But they can't show you all 100 options; so they [have to] differentiate among

them. This is the editing process, selecting from what they see. Theoretically, if they are good, they pick
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the right ten, the interesting ten, and they become the editor […]. They wrote something, asked the system

for something, and it gave it to them, so they became the editors, presenting it to me as an edited version.

(P105)

Another adjustment described by some participants involved how they engaged with technology. While many

still viewed technology as a “tool,” a signi�cant number began referring to it using terms from teamwork, such

as “teammate,” “colleague,” or “assistant” (as noted earlier). This anthropomorphic language indicates a mental

shift toward a more collaborative approach with technology, allowing users to think differently about their tasks

and how to manage them. They reconsider the division of work between themselves and their new

technological partner, recognising the unique contributions of each. This shift is illustrated by the following

quotes:

My expectation is that for a designer working with the generative tool that they would approach it like

that…They would approach it as an agent that can collaborate with them on the kind of messiness of their

ideas and their thinking and the back and the forth and the banter and the chat that they kind of have

about what an idea could be and what it might be. (P124)

All right, here's a task I would normally do it this way, but let's see how it can help. (P118)

3.2.5. Mindset: Diligence

Diligence is another mindset that was raised by a few participants (P106, P112, P119, P126). Learning how to

perform new tasks with GAI can be overwhelming, even for our participants. Less pro�cient users might give up

when GAI doesn't assist effectively. Diligence in the context of working with GAI refers to the willingness to put

in considerable effort while engaging with it. It is what supports the initial learning and later the iterative

process that requires checking, tweaking, revisiting, and sometimes starting from scratch. It demands

perseverance, endurance, and commitment to the process, rather than seeking quick gains. Our participants

emphasised their readiness to invest the necessary time and effort, arguing that this patience and endurance

distinguishes them from other users. One participant described his experience as follows:

That [image generation with GAI] worked well with a bit of tweaking like it's still took time but with a bit

of tweaking it worked (P126)

Notably, when faced with a less familiar task that demanded a greater investment of time for learning, he was

unwilling to commit, resulting in a different outcome:

I've tried. Well, I haven't succeeded. I've given up after little while I've asked it […] I asked ChatGPT to tell

me how to do it and it came up with full instructions and I've followed them and it didn't work in. Then I
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gave up so […] I don't have expertise in creating plugins. I wasn't able to see why it didn't work and I

couldn't �x it because I don't know enough about it. […] the drawing [generated with GAI] was necessary, I

needed it, but where's the plug in, this kind of a nice to have and I didn't know and the drawing I knew […].

I'll get there eventually, but with the plugin I wasn't sure whether I would actually be able to �nish it. But

I'll just waste my time, so pulled the pin. (P126)

Attention to detail is another crucial virtue in this context. While GAI tools are appreciated for enabling users to

complete their work more ef�ciently (i.e., with less time and effort), users cautioned against 'lazy' or

'complacent' use of these tools, as it can lead to subpar output.

You have to be diligent in assessing what it gives you and making sure that's right and true (P112)

3.2.6. Skills: Verbal communication skills

Communication skills (verbal expression, perspective taking, sharing information) were mentioned as

something that effective users of GAI drew upon. Users with better communication skills would craft better

prompts because they consider what information they should and should not provide, how to express

themselves clearly, what expectations they needed to communicate (and in what order), and they naturally

adjust the tone of their communication to �t the circumstances.

[…] they [the users] need to be […] “personable” person, they need to be able to communicate effectively.

And […] be inquisitive, be able to extract information from people if needed. […] they need to be able to

talk to someone like a real person and be able to make that a meaningful process because if you can do

that, then you can shift your thinking and talk to chatbots. (P110)

[…] for those people that speak out loud, you know, they may bene�t way more from AI than someone

who is quite introvert. (P121)

Notably, participants rarely limited communication skills to solely prompting. According to the interview data,

effective communication skills also include the ability to organise one's thoughts and choose proper wording to

clearly convey their ideas. In addition, communication skills mean perspective taking or taking an active role to

advance the dialogue. These verbal capabilities, which are often demonstrated in human-to-human interactions,

are essential for crafting precise and effective prompts for GAI systems.

3.2.7. Skills: Critical thinking and metacognition skills

We noted earlier that a key aspect of pro�cient GAI use involves making responsible decisions. This includes

choosing the appropriate tools, determining the suitable tasks for these tools, deciding what data to share, and

reviewing and re�ning the output. These responsible decisions suggest that using critical thinking skills is
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important for pro�cient use of GAI. Other instances where critical thinking was seen to be important for

pro�cient use of GAI were in assessing the GAI outputs and deciding the next step to be taken. When the process

involves a combination of planning, monitoring, and re�ection, it is often referred to as demonstrating

“metacognitive skills”. Hence, pro�cient use, as described in the previous section, inherently involves a

metacognitive mindset. The following quotes illustrate how participants conceptualised the role of

metacognition and critical thinking in supporting prompting and output evaluation:

[…] a couple of times I've caught myself going and doing things and I'm like, “no, no, no. I should ask the

AI this because this is a waste of my time”. […] that kind of recognition and creativity around what

problem am I trying to solve. […] what am I trying to do, like stepping back and then thinking about, ‘OK,

what are some creative questions or maybe creative approaches? […] Where can I start to crystallise these

ideas with an AI, how can I start to ask the right questions to bring it together into something concrete’

(P113)

It's a kind of critical thinking […] approach that you go to when you're trying to –[…] analyse what

someone else is saying and understand why they're thinking that […] You have to kind of come up with

ideas for why that particular output was generated. Different hypotheses. And then it's trial and error,

right? If I tweak these, does that work? (P111)

[…] that critical thinking of: Is that the answer to the question I asked and is it quite what I wanted? You've

constantly got to be going through that with the AI as well. (P112)

3.2.8. Skills: Information technology skills

There appeared to be an association between users’ information technology skills (programming skills in

particular) and their ability to use GAI in complex and novel ways. Importantly, none of the participants stated

that information technology skills were required for pro�cient use of GAI. Nevertheless, programming and

coding skills seemed to underpin the more complex and novel uses of GAI and achieve more creative outputs.

For example, participants with programming skills described using APIs and endpoints to integrate GAI

capability within other systems.

Nevertheless, it is important to note that technical skills are not a prerequisite for achieving quality output.

Relying on other competencies can also lead to high-quality results, as indicated by a medical doctor:

a bunch of people [physicians – EG] who had really struggled to get a diagnosis between a load of

specialists for like 9 months and they kind of sat down […] they basically asked it a series of questions and

it got it within like few things. And […] these are specialists that are autonomous […] people. And it just
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joined the dots together that no one else speci�cally had and none of them were probably particularly

tech savvy. (P121)

3.3. Bene�ts

The third element in our framework highlights the outcomes achieved from pro�ciently working with GAI tools.

In this section, we describe the types of bene�ts that were seen to �ow from being a pro�cient user of GAI tools,

drawing out how different competencies and facets of support better outcomes. Two broad themes emerged

from the interviews when participants described the gains that were achieved by effective GAI use. One theme

related to productivity or ef�ciency, and the other theme to the quality of the output produced when working

with GAI, including accuracy and novelty.

3.3.1. Productivity and ef�ciency

Participants mentioned time savings, increased ef�ciency, and improved productivity as the main bene�ts of

working with GAI.

...teachers are time poor. So, if I can get some new content coming in to make it more relevant to students

right now, that's a bonus for me, […] But because we're time poor, we don't get that [team brainstorming]

anymore. So, I'm using ChatGPT to actually kind of do that for me now. (P109)

So I said to Claude, “take all this data from the Excel spreadsheet. Refer to Kirkpatrick's levels of learning

evaluation and basically �nd patterns in what I've uploaded”. And it did it. In 10 seconds. But it would

have taken me... it would have taken me at two months, three months to do it… (P114)

However, participants illustrated a range of ways that these productivity gains could be compromised when the

tools were used less pro�ciently. Two participants described how their GAI literacy allowed them to avoid

wasting time giving tasks to the GAI that it wouldn’t do well:

To understand how it works, what it is good at and what it is not good at will save you lots of time. You

know there are tasks you do in Photoshop, and you don't need the AI for that, and other tasks, you know

it'll help you, so you already know what to do and how to do it. (P104)

One participant (P104) also made a link between an artist’s domain expertise, the quality of the artist’s prompts,

and the level of productivity that the artist could achieve when using GAI tools:

[…] It's a sketch [of a painting] that you make very quick, something like �fteen minutes for a skilled

artist. And then [the artist] puts it through the model and also describes the character, the design

language, the style and it becomes that in a matter of minutes. (P104)
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Another person explained how his domain expertise allowed him to be ef�cient in directing and validating the

output that he got from GAI and therefore more productive when using GAI in his �eld of expertise:

[…] it's knowledge, it's understanding what you're trying to achieve and the information that you're

putting in. So, because […I have] a really good knowledge background in the areas of history that I teach,

when you run something through Chat[GPT], you almost know instantly if it's accurate or not, and that I

think that really, really helps. (P129)

Metacognition (planning, re�ecting) was also important for productivity in that re�ection allowed users to

identify when a task or speci�c aspect of a task could be done more ef�ciently with the assistance of GAI.

3.3.2. Quality improvement

When used well, GAI also improves the quality of users' work. However, maximising the quality improvements

gained from using GAI was clearly connected to speci�c aspects of pro�ciency. First, crafting ‘good’ prompts

was a means of obtaining output that was better aligned with one’s objectives or more relevant to the problem.

in terms of labour cost, we should reduce that labour cost very simply, like that's very straight forward as

long as the quality is the same and it is the case that if you can have prompt it effectively you can achieve

comparatively similar quality for lots of contexts. (P124)

The following quote illustrates how one participant connected experimentation (a competence), conversational

and iterative prompting (a pro�ciency), and achieving a more creative solution while using GAI (bene�t):

… the end advice that you get out of using advice generator is a collaborative sort of output. So you know,

it's not producing the �nal product, but you are taking answers from it, putting it in, adding your text,

asking it further questions, querying data, and then between the two of you, you end up sort of

generating the text that goes into an advice. (P119)

Metacognition –– also facilitated informed and responsible decisions about the use of GAI tools, thereby

reducing the likelihood of poor outcomes:

[…] So obviously you know a lot of people are using AI, including myself, to get work done more

productively, faster, save time. Then you don't take the time to re�ect. Did this work? Was it ethical? Did it

do the job well? […] what can I do better? So having that self-re�ection …(P114)

GAI literacy was also connected with the quality of output. Being aware of the potential for tools to hallucinate

and therefore taking the time to validate information provided by GAI tools was important to ensure that one’s

work was accurate and well-grounded.
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you still have to go back and make sure that it's correct as well, though. So, you have to, yeah, it could

generate it in in three or four seconds. Yes. But then I have to go in and go. OK, I've now got to look at

those artists and look at what it said and go, OK, is that correct? Do the research […] (P109)

Responsible choices (e.g., investing additional effort to ensure the output was aligned with a client’s

requirements) were also important to achieve high-quality output when using GAI tools:

Diversity of use (using GAI for a wider range of tasks and across multiple stages of work) was important to

maximise the quality of work. Using GAI across stages from ideation to content generation, to editing, to

adapting provided a wider range of ways of improving quality. As participants explained, GAI could be used to

support brainstorming and thereby generate more ideas about how to approach a problem:

[…] to get other ideas just to sort of spark that kind of different ways of thinking about things […] (P111)

Alternatively, used as a research tool, GAI would provide more information to draw upon when developing a

solution or making a recommendation:

[Doing] the research […] that's when I kind of go […] That's good. I know all that that's already in there.

I've got it. Thank you. But […] cherry-picking those bits that I hadn't thought of, or I hadn't realised it was

out there as well. (P109)

Used at the editing stage, GAI allowed users to identify weaknesses or additional improvements that they would

not have noticed otherwise:

… I've kind of produced the material and put it into GAI and asked it to give me feedback on it: ‘Take what

I've done and work towards a very speci�c goal’. And that goal was structured in a way that the

information was in the database […] So it was able to look at what I produced relative to the material that

was available to it and in its database and say, ‘you haven't done this, you haven't done that, you've got to

put this in, that bit's missing’. (P123)

Understanding the strengths and weaknesses of different GAI tools (i.e., GAI literacy) and using a variety of them

can result in higher quality outcomes. Participants explained that they would prefer a speci�c GAI tool for a

particular task because it delivers higher quality output for that task.

I'm using Copilot and GPT, but Copilot is not the same as GPT, so GPT is for me the questions that are

asked. A Copilot is more like ‘Here are the resources. Let's work on that’. It's just we're talking about two

different tools (P115)

Finally, although it was not stated explicitly, participants' descriptions of more complex and novel ways in which

they were using GAI tools appeared to result in higher value services or products.
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We are hoping this […] help [the grad lawyers] move up the value chain […] So rather than them doing

document reviews and […] some of the more boring legal tasks than just […] summarising and typing,

they can get that done quickly and then get on to the more creative side of being a lawyer, which is really

thinking about what your client problem really is and how to solve it (P119)

4. Discussion

To the best of our knowledge, this study represents the �rst to comprehensively and empirically explore and

de�ne the pro�ciency of using GAI and its underpinning competencies. Analysing in-depth descriptions of GAI

use provided by 25 expert users revealed a broad set of skills, knowledge, and mindsets that were seen to

support productivity, quality, and originality when working with GAI tools. Furthermore, these competencies

emerged repeatedly, although we interviewed knowledge workers who were working in a range of roles and

sectors. In popular discourse, prompt engineering[24]  and awareness of hallucinations[42]  have dominated

discussions about effective use of GAI. Our research suggests that these aspects of pro�cient GAI use, labelled as

effective prompting and informed and responsible choices, are the product of (mostly) traditional competencies,

ranging from domain expertise to communication skills to diligence.[24][42]  Although some of these

competencies have been (individually) identi�ed by other researchers[38][14][43][8][36][44][45]  as potentially

important for GAI use, the broad focus of our study enabled us to develop a comprehensive framework of

effective GAI use which delineates the combination of skills, knowledge, and mindsets required for effective GAI

use and the different facets of GAI pro�ciency that collectively contribute to the productivity, quality, and

original outcomes sought from GAI use.

The GAI competency framework identi�es four behavioural indicators of pro�cient GAI use: effective

prompting, making informed and responsible decisions, diversity and complexity of use, and frequency of use.

The importance of prompting is widely acknowledged[23][11][24][25][26][46][26]. There is also prior research

attesting to response choices such as verifying output, sharing data carefully, and remaining accountable for the

quality of work produced when working with GAI tools[11][47][48]. The third aspect of pro�ciency, diversity and

complexity of use, is less commonly mentioned, but there is a growing body of evidence attesting to the

potential for GAI to be used across multiple types of tasks and in multiple stages of one’s work�ow[7][5]. He et al.

[49] reported that the complexity of the task affects participants’ preferences for the automation interface. Future

work could investigate whether diversity and complexity of GAI use improve with training.

The competencies identi�ed in our framework (GAI literacy, domain expertise, communication skills,

metacognition skills, curiosity and inquisitiveness, �exibility and adaptability, diligence, and information

technology skills) are also supported by prior research. The two knowledge elements that support pro�cient use
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of GAI, as identi�ed from the interviews, are GAI literacy and domain expertise. GAI literacy refers to having

(some) familiarity with the principles of the underlying models and the speci�c applications in the �elds and

being aware of their limitations and strengths in a way that guides effective prompting and responsible use. We

view GAI literacy as a form of AI literacy since it is also associated with the ability to understand, use, and assess

the rami�cations of AI tools[30][32][33]. However, participants emphasised the importance for GAI users to

understand which types of GAI tools were suitable for speci�c tasks and to recognise their strengths and

weaknesses. They did not assert that pro�cient GAI use required an understanding of other commonly used

forms of AI.

Domain expertise, de�ned as task-relevant knowledge, skills, and experience, is crucial for productive, high-

quality output. It supports effective prompting by enabling users to provide relevant context, appropriate

terminology, and to guide the GAI towards high-quality responses. It also ensures informed, responsible use by

enabling users to evaluate what information should (and should not) be shared with the GAI, whether the GAI’s

output is appropriate, and how it could be improved. Other researchers[38][8][50][44]  have also highlighted the

pivotal role of domain expertise in ensuring and enhancing output produced with GAI tools. Moreover, the

importance of human domain expertise for achieving productive and high-quality output supports the

argument that the latest developments in AI serve to augment rather than to simply replace human workers[51]

[52]. Einola & Khoreva[53]  argue that balancing between delegating tasks to GAI and capitalising on human

expertise is a challenge that human workers now have to negotiate. We contend that domain expertise

maintains the delicate balance between overseeing the GAI’s tasks and completely delegating responsibilities to

GAI tools. Future research could assess the level of expertise required to provide independence to non-expert

users while maintaining the quality of the output. It is intriguing to consider whether GAI can be used for

specialized, knowledge-intensive tasks currently performed by experts. Additionally, to what extent can novice

professionals (such as teachers, designers, or modelers) with good prompting skills produce and guarantee

high-quality output comparable to experts in these �elds? Should we trust a GAI-derived analysis requested by a

non-expert professional? At this stage, we do not have de�nitive answers to questions relating to the

implications of using GAI by non-experts in terms of the quality of deliverables.

Our �ndings also show the importance of users’ mindsets in supporting pro�cient GAI use. Our participants

emphasised the need for curiosity, experimentation, and continuous learning to effectively use GAI. Although

this �nding could be attributed to the relative infancy of GAI (or the hype around it), participants argued that the

constant evolution of GAI tools and the frequent introduction of new GAI tools mean that curiosity and learning

will remain important for pro�cient GAI use. This inquisitive kind of approach re�ects a “growth mindset” -

“the belief that intelligence is not �xed, and that performance can be improved through effort, good learning

strategies, and mentoring and support from others”[17]. A growth mindset is positively related to innovative
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behaviour[54], which may explain the observable connection between expert users’ curiosity and investment in

learning and their ability to use GAI in more complex, diverse, and novel ways than less pro�cient users. The

importance of curiosity and experimentation in driving technology usage is supported by many studies relating

to the adoption of technology in general and the adoption of AI in particular[55][5].

Adaptability and diligence are other necessary mindsets for effective use of GAI, given the evolving capabilities

of GAI tools. Ongoing technological improvements mean that users need to continually adjust their thinking

about their roles and work processes. Microsoft’s report[5]  found that power users have reoriented their work

patterns in fundamental ways and are 66% more likely to redesign their business processes and work�ows with

AI. These �ndings align with the notion that adaptability is required for pro�cient GAI users.

However, being adaptable and willing to delegate tasks to the AI should not mean handing over all responsibility.

A few interviewees explained that maintaining a diligent mindset is important because GAI tools could

unintentionally encourage laziness. The tools often perform reasonably well, which may create a false sense of

unquestionable reliability and an inclination to maximise speed and productivity by relying on the GAI without

verifying its output. To achieve high-quality output, users need to be aware of potential complacency and act

responsibly by staying vigilant. Hence, a diligent mindset is important to support the perseverance, attention to

detail, and willingness to invest time and effort when working with GAI tools. The importance of diligence is

also suggested in the Microsoft[5] study of GAI ‘power users,’ where the authors reported that power users were

differentiated by their willingness to keep trying in order to achieve an optimal response from GAI rather than a

‘good enough’ response. The positive direct and indirect relationship between diligence and performance has

been demonstrated in other studies[56][57][58][59].

In the skills category, verbal communication skills were often highlighted as an important ability given the

conversational nature of GAI. These communication skills go beyond just adopting a conversational language

(as opposed to a computational or programming language). Instead, they were described as involving the

abilities to effectively construct a conversation, clearly articulating users’ ideas (i.e., prompts) or providing

explicit instructions to guide. These are core elements that sometimes less pro�cient users miss[25].

In addition, the importance of metacognition and critical thinking emerged from the analysis. Similar

descriptions of best practices are reported in the Microsoft report of power GAI users. Further, Robertson et al.

[26] argue that “the backbone of prompt engineering entails thoroughly thinking through the process of how to

construct the problem, opportunity, or question that you are posting to the GenAI tool.” Researchers (e.g., Sidra &

Mason[36]; Yan et al.[45]) argue that metacognition skills will be especially important when collaborating with AI

because many of our cognitive heuristics become dysfunctional when they are used with AI. They also argue
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that since AI is not self-aware, the provision of this higher-level cognitive awareness and regulation will form

part of the human worker’s AI-complementary skills.

Finally, although participants did not explicitly mention it, we recognise the importance of information

technology skills as a GAI competency. Our �ndings suggest that participants with a background in information

technology utilised GAI tools in more complex and innovative ways. Despite most GAI tools operating through

natural language and an easy-to-use interface, having knowledge of information architecture and programming

allows users to integrate GAI tools into other systems, thus enabling more sophisticated and inventive tasks and

eventually more creative output and obtaining greater value from these systems.

Many of the GAI competencies that we identi�ed form part of what are commonly referred to as “21st century

skills” or “digital skills”[60][61] and are considered highly desirable skills. For example, the top 10 skills of 2023

according to the World Economic Forum[62] are analytical thinking (ranked #1), creative thinking (#2), resilience,

�exibility and agility (#3), curiosity and lifelong learning (#5). Technological literacy (#6), attention to detail (#7),

active listening (a form of communication skills, #8) and quality control (#10). The �rst �ve competencies also

appear on the list of top 10 skills on the rise, with some ranking differences[62].

In relation to bene�ts, our �ndings support a large body of literature showing that the primary bene�t and

motivation for using GAI is increased ef�ciency and productivity, allowing users to accomplish more work in

less time[63][10][39][8]. GAI pro�ciency also contributes to the quality of the work by increasing accuracy and

creativity, as reported by others[10][39][10][39]; however, our �ndings indicate that improvements could also lead

to delivering novel sets of outcomes (i.e., expanding the range of deliverables, like e.g., new analyses, new

services and alike). New outcomes could be achieved either directly by utilising GAI to create new outputs or

indirectly by freeing experts to focus on more innovative work. Thus, effective use of GAI could go beyond

merely increasing productivity and speed, assisting users in rethinking and expanding their deliverables.

There is a question remaining, though, about the relationship between pro�ciency and novelty of the outputs,

which is worth further investigation. Furthermore, the interactions between the three high-level categories (e.g.,

establishing how competencies are related to different facets of pro�ciency or how pro�ciency is associated with

different bene�ts) are beyond the scope of this research and should be a part of future research. The relationship

between competencies and performance (whether indicated by pro�ciency or bene�ts) is fairly established in

the literature. Speci�cally, research has shown connections between elements reported here. For example, it was

shown that better prompting skills predict better output (bene�ts)[25]. Based on our �ndings, we believe that

the bene�ts of productivity and quality are achievable with some pro�ciency, as demonstrated in effective

prompting and responsible use. However, it is expected that as the capabilities of GAI and its adoption increase

in the future, knowledge workers might need to develop additional facets of pro�ciency. This includes
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leveraging GAI in innovative ways and integrating it more deeply into their work�ows to add value in new and

diverse ways.

4.1. Limitations

Our �ndings are based on the input from 25 expert GAI users, whose expertise was subjectively assessed by

others and may not re�ect objective measures. Furthermore, we observed variability in expertise levels, likely

due to domain-speci�c differences rather than individual differences. Further research should rigorously

examine the expertise to validate these observations.

We adopted an in-depth and focused approach to gain detailed insights into the competencies and behaviours

that differentiate effective and ineffective GAI use. However, further research is needed to capture a wider range

of input and establish the generalisability of our �ndings.

A potential criticism of our �ndings (especially those pertaining to the importance of curiosity and adaptability)

is that they could re�ect the fact that this study was carried out in an early stage of GAI technology adoption.

Until OpenAI launched in November 2022, relatively few technology experts were aware of GAI technology. Most

of our expert users had only been using GAI to support their work since ChatGPT was �rst introduced (15

months on average). Some of the attributes that our experts shared may indicate more about their early adopter

characteristics rather than experts’ GAI requirements. However, even within our small sample of early adopters,

variability in pro�ciency was observable and could be linked with one or more of the GAI competencies.

Another limitation is that over time, the range of applications and the use of GAI tools may stabilise, and we may

note changes in the relative importance of different competencies. For example, adaptability and curiosity may

become less critical for pro�cient GAI use. It is possible that some of the competencies our experts considered

important are sensitive to the rate of technology adoption or its maturity.

Therefore, a further study is required to assess whether these competencies are time-sensitive.

4.2. Directions for further research

Our research �ndings offer several directions for further research. First, future research is needed to con�rm

and re�ne the observed constructs of competencies, pro�ciency, and bene�ts of GAI use, along with their

attributes and interrelations. Further research is needed to probe the relationships within and between these

categories (e.g., to establish whether speci�c competencies or speci�c pro�ciencies are important for certain

types of outcomes). Further research is needed to test the generalisability of our �ndings. For example, in our

study, we focused on knowledge workers who were expert users of GAI tools. In roles where workers have less

autonomy, the complexity and novelty of GAI use may be less important for the effective use of GAI tools.
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Another important focus for further research relates to our �nding that GAI literacy (rather than AI literacy) is

important for pro�cient use of GAI tools. Given the level of investments being directed by governments,

corporates, and individuals towards AI upskilling[64][65][66][67], it will be important to test whether AI literacy or

GAI literacy interventions are effective in supporting users to maximise the bene�ts of GAI tools. In addition,

this study suggests that effective prompting is associated with personal communication skills. Delineating what

types of communication skills are needed from GAI and what aspects of communication GAI can augment will

be important to align educational offerings with future skills needs.

Further research should compare the perspectives and performance of domain experts, novices, and laypersons

to con�rm the importance of domain expertise for pro�cient use of GAI tools and for producing high-quality

outputs. Such research could investigate whether novice workers who are also “GAI natives” are capable of

achieving suf�cient quality despite their lack of domain expertise. Another issue deserving further research

relates to how novice workers develop the domain expertise they need to work effectively with GAI tools. Our

research participants were all experienced workers with suf�cient depth of knowledge to quickly identify gaps

and inaccuracies in the GAI output. Although our participants were generally enthusiastic about the use of GAI,

they were concerned that workers who join the workforce now (at a time when GAI use is increasingly

ubiquitous) will not develop the ability to independently evaluate the GAI output. There is already some research

suggesting that excessive reliance on GAI tools affects learning[68][69][70][45]. Research is needed to determine

whether novice workers gain the domain expertise required to use GAI responsibly and effectively if they work

in an environment where GAI tools are in regular use and what strategies ensure that humans remain the

primary agents of critical thinking and problem-solving[45]. Such research is needed to inform approaches to

career development in an era when GAI tools are used across learning and work environments.

Lastly, further study is required to determine if these competencies are tied to the technology’s life cycle stage or

are independent of its adoption rate and maturity.

4.3. Practical implications

Our study offers practical guidance for educators, employers, workers, and students by providing a grounded

and comprehensive framework for working with GAI effectively. While prompt engineering and awareness of

GAI’s potential to hallucinate are commonly discussed aspects of pro�ciency, our research expands the concept

of pro�ciency and reveals its underlying competencies. These competencies can reinforce effective and

bene�cial use of GAI that will result in new and better products and services, rather than merely ef�ciency

gains. The importance of curiosity, experimentation, and diligent mindsets in achieving more gains suggests

that workplace culture and reward systems might play a vital role in supporting workers who use GAI (while

ensuring countermeasures to avoid the complacency effect).
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There is a valid concern that despite the awareness of the weaknesses of GAI tools, high workloads and

deadlines may push workers to over-rely on the GAI output without adequate examination. In addition, some are

unlikely to �nd the time to experiment and discover novel uses for GAI. Therefore, workplaces should move

beyond merely introducing GAI tools to their employees or offering single training sessions, such as in

prompting strategies. It would be more bene�cial for organisations to establish communities of practice and

encourage employees to participate in order to ensure ongoing knowledge sharing. Additionally, organisations

could encourage employees to rethink their work processes and explore new possibilities for working with GAI.

However, maintaining proper checks to avoid over-reliance on the technology is crucial.

5. Conclusion

This study identi�es the key competencies and expertise necessary to maximise the productivity and quality

bene�ts of GAI tools. We have con�rmed that GAI pro�ciency is re�ected in users’ prompting skills and

responsible use, as often discussed in the academic literature as well as in the public discourse. However, we

showed that pro�ciency is also indicated in what users do with the GAI, the diversity and complexity of the tasks

they delegate to the GAI, and how they utilise the various GAI tools available. Additionally, we emphasised that

gaining GAI pro�ciency requires honing a diverse set of knowledge, skills, and mindsets. While further

validation is required, this framework represents a signi�cant advancement in offering the guidance and detail

that individuals, employers, trainers, and policymakers need to successfully navigate the GAI-enhanced work

environment.
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