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The authors claim to have used an 8:1:1 split ratio for training, validation, and testing. However, the

methodology section does not provide suf�cient details about how this split was implemented. If the

split was not strati�ed (i.e., the dataset was divided into training, validation, and testing subsets in a way

that didn't maintain the same proportion of classes (e.g., positive and negative cases) in each subset as in

the overall dataset) or if SMOTE was applied before splitting, this could lead to data leakage, where

synthetic samples in�uence both training and testing, resulting in over-optimistic performance metrics.

The authors must clarify this in the methodology section. If SMOTE was applied before splitting, the

results should be re-run with proper data splitting to avoid leakage.

The study does not include testing on an external dataset from a different institution or under different

circumstances. This is a limitation, as the model's generalizability to unseen, real-world data cannot be

assessed. The authors should discuss this limitation in the discussion section and emphasize that the

results may not generalize well to other populations or datasets due to the lack of external validation.

The article does not include learning curves for accuracy and loss during training and validation. These

curves are essential for assessing whether the model has converged and whether the model suffers from

over�tting or under�tting. The authors should include these plots in the results section to allow readers

to evaluate the model's training dynamics and generalizability.

The article does not discuss the public perspectives and ethical implications of using AI in healthcare.

The authors should include a discussion on these topics, supported by recent and relevant citations, to

address the broader implications of their work.
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Include more details on hyperparameter tuning, including the ranges explored during GridSearchCV.

Discuss the implications of the relatively low recall scores for some models, as missing CHD cases could

have severe consequences.

Since this is a classi�cation problem, confusion matrices should be included to evaluate the model's

performance in terms of true positives, true negatives, false positives, and false negatives. The authors

should include them for both validation and test sets.
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