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Abstract

Traditional transformer models often allocate
a fixed amount of computational resources to
every input token, leading to inefficient and
unnecessary computation. To address this, the
Mixture of Depths (MoD) was introduced to
dynamically adjust the computational depth
by skipping less important layers. Despite
its promise, current MoD approaches remain
under-explored and face two main challenges:
(1) high training costs due to the need to train
the entire model along with the routers that de-
termine which layers to skip, and (2) the risk
of performance degradation when important
layers are bypassed. In response to the first
issue, we propose Router-Tuning, a method
that fine-tunes only the router on a small
dataset, drastically reducing the computational
overhead associated with full model training.
For the second challenge, we propose Mind-
Skip, which deploys Attention with Dynamic
Depths. This method preserves the model’s per-
formance while significantly enhancing compu-
tational and memory efficiency. Extensive ex-
periments demonstrate that our approach deliv-
ers competitive results while dramatically im-
proving the computation efficiency, e.g., 21%
speedup and only a 0.2% performance drop.
The code is released at https://github.com/
CASE-Lab-UMD/Router-Tuning.

1 Introduction

Transformer-based large language models have
shown promising performance across various do-
mains (OpenAl et al., 2024; Team, 2024). However,
the ever-increasing model size leads to substan-
tial computational costs in real-world applications,
making computation reduction a critical research
focus for the efficiency of large language models
(Sun et al., 2024; Lin et al., 2024).

A promising approach to address this issue
is the Mixture of Depths (MoD) (Raposo et al.,
2024), which dynamically allocates computational

resources based on input complexity. Rather than
applying the entire model uniformly to each input,
MoD activates only a subset of the model’s layers,
skipping those deemed less important. This selec-
tive activation substantially reduces computation
costs. Despite its potential, current MoD meth-
ods MoD methods are still underexplored and face
several critical challenges. On the one hand, the
involvement of additional router networks, which
decide which layers to skip, often requires train-
ing the entire model from scratch (Raposo et al.,
2024) or performing costly continual pretraining
(Tan et al., 2024). This creates a significant bar-
rier to efficiently integrating MoD with existing
LLMs. Furthermore, most prior MoD implemen-
tations have been applied primarily to transformer
blocks and MLP layers, which are sensitive to skip-
ping, leading to performance degradation when im-
portant components are omitted (He et al., 2024b).

These challenges prompt us to consider two key
questions: (1) How can we implement dynamic
depth in a way that reduces training costs and time?
(2) How can we enhance model efficiency without
sacrificing performance, i.e., achieving faster in-
ference while maintaining competitive task perfor-
mance?

To tackle the first challenge, we introduce
Router-Tuning, a novel method that fine-tunes only
the router network without updating the backbone
model’s parameters. As each router network is a
lightweight, single-layer projector that accounts for
less than 0.01% of the total parameters, the training
overhead is minimal and even significantly lower
than that of parameter-efficient finetuning methods
like LoRA (Hu et al., 2022). Router-tuning requires
only a small-scale dataset and fewer training steps,
eliminating the need for large-scale pretraining or
extensive continual training.

To address the second challenge, we propose At-
tention with Dynamic Depths (MindSkip), which
applies dynamic depth selectively to the attention
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Figure 1: Overview of MindSkip. For simplicity, LayerNorm before Attention is omitted. Unlike traditional
Attention, MindSkip processes the input only when the routing score R(x) > 7. During Router-Tuning, only the

Router is trainable to enable dynamic depth.

layers. Prior research has highlighted attention
redundancy, showing that many attention layers
can be skipped without a significant loss in perfor-
mance (He et al., 2024b). By focusing on these
layers, MindSkip not only preserves model accu-
racy but also alleviates computational and memory
bottlenecks—such as the quadratic complexity in
attention mechanisms and memory-intensive oper-
ations like KV caching.

Through extensive experiments, we demonstrate
the effectiveness of our approach across multiple
open-source language models, including Llama
(Touvron et al., 2023), Mistral (Jiang et al., 2023),
and Qwen (Bai et al., 2023). Router-tuning takes
less than half an hour on an Nvidia RTX A6000,
making it much faster than DLO (Tan et al., 2024).
By fine-tuning MindSkip, our approach preserves
a high percentage of the original model’s perfor-
mance while significantly reducing memory usage
and speeding up inference. In contrast, applying
MindSkip to MLP layers or transformer blocks
results in notable performance degradation, under-
scoring the effectiveness of focusing on attention
layers for dynamic computation allocation.

2 Methodology

Motivation The Mixture of Depths (MoD) frame-
work dynamically adjusts the depth of layers in a
network based on the input, optimizing computa-
tional efficiency by skipping less important lay-
ers (Raposo et al., 2024). Initially, MoD was de-
signed to be integrated during the pretraining phase,
where transformer models are trained from scratch
with MoD-enabled layers. More recently, (Tan
et al., 2024) applied MoD to pretrained Llama mod-
els (Touvron et al., 2023) using continual training.
While these methods have shown promise, they are
computationally expensive and time-consuming,
limiting their scalability and practical use. A more
efficient alternative is to apply MoD to existing pre-
trained models and perform small-scale fine-tuning

(e ®

on a subset of model parameters (Houlsby et al.,
2019; Hu et al., 2022), significantly reducing both
the computational overhead and training time.

MoD has typically been implemented at the
transformer block. However, skipping entire trans-
former blocks has shown to be suboptimal, result-
ing in notable performance drops. This is because
certain layers within a block are more critical than
others. Specifically, skipping Attention layers leads
to only minor performance degradation, while skip-
ping MLP layers causes a significant performance
drop, comparable to skipping entire blocks (He
et al., 2024b). Moreover, Attention layers are com-
putationally expensive, scaling quadratically with
sequence length and consuming additional memory
to maintain the KV cache. These observations mo-
tivate us to focus on Attention layers as the primary
target for dynamic depth adjustments, using Block
and MLP layers as baselines for comparison.

MindSKkip: Attention with Dynamic Depth As
shown in Figure 1, an Attention layer with dynamic
depth incorporates an additional router that deter-
mines whether to skip the layer. Given an input
x € R*?, the router first computes an importance
score for the input:
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where R is a scoring function that assesses the
importance score of the input, M is the binarized
mask used to ensure stable output (Tan et al., 2024),
and 7 is the threshold that determines whether to
skip the layer. Note we consider dynamic depth
at the sequence level rather than the token level
to avoid an unbalanced number of tokens across
different sequences.

To make the binary decision differentiable and
trainable, we employ the straight-through estimator

if R(w) > 7

otherwise
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Table 1: Experimental results of MindSkip deployed at different granularities. While MindSkip is primarily
applied to Attention layers, we also evaluate its performance on Block and MLP layers for comparison. The number
of skippable layers is constrained to 16, and the overall capacity of MindSkip is 50%.

Llama-3-8B
Method | Granularity | Speedup ARC-C  BoolQ HellaSwag MMLU OBQA PIQA RTE WinoGrande | Avg.
Baseline | - | 1.00x 58.1 81.3 82.1 65.3 45.0 80.5 672 71.7 | 69.7
Block 1.27x 44.5 78.0 62.6 64.6 34.2 70.3 653 71.2 61.3
MindSkip MLP 1.06 % 45.1 77.7 65.4 62.4 334 71.6  66.4 72.1 61.8
Attn 1.21x 56.6 80.5 80.7 65.1 44.6 80.5 69.7 71.7 69.4
Llama-3-8B-Instruct
Method ‘ Granularity ‘ Speedup ARC-C BoolQ HellaSwag MMLU OBQA PIQA RTE WinoGrande ‘ Avg.
Baseline | - | 1.00x 62.1 83.2 78.8 65.7 42.8 78.7 675 75.9 | 69.3
Block 1.27x 447 81.2 54.5 60.6 324 646 67.1 64.8 58.7
MindSkip MLP 1.06 % 41.8 75.1 59.3 64.5 31.2 68.2  66.7 68.8 59.5
Attn 1.21x 60.4 83.3 76.9 65.7 43.0 78.2  68.2 76.9 69.1

(STE) (Bengio et al., 2013), allowing gradients
to propagate through the binary decision-making
process. The output of MindSkip is then computed
as follows:

y = Attention(x) - M + . 3)

where y is the output. This formulation ensures that
the router is fully trainable through the following
gradient calculations:
87y 0y OM OR @
OR  OM OR OW'
During inference, we further optimize computa-
tional efficiency by bypassing the Attention com-
putation entirely for skipped inputs:
Attention(x) +x, if R(x)>T
Y { (@) @z o

x, otherwise

This dynamic routing mechanism ensures that At-
tention computation only occurs when necessary,
i.e., when the score R(x) meets or exceeds the
threshold 7, improving both computational and
memory efficiency.

Router-Tuning Given the large size of LLMs,
training the entire model is often computationally
prohibitive. Our goal is to implement Dynamic
Depth efficiently in terms of computational costs
and time overhead. To this end, we only finetune
the router to avoid a costly training budget.
Specifically, we employ two training objectives:
task-specific performance and MindSkip capacity
(the proportion of non-skipped inputs). On one
hand, the model with MindSkip should maintain
the performance of the original model. On the other

hand, reducing capacity decreases computational
cost and speeds up inference. Based on this, the
training objective is as follows:

L= Liask + A+ Lmop;,  Lmop = |[M][o. (6)
where L is the standard loss function, e.g., cross-
entropy, while Lyop is the lg-norm regularization

term that lowers the MindSkip capacity and A is
the scale factor.

3 Experiments

3.1 Main Results

Competitive Performance of MindSkip We
first compare the application of dynamic depth to
different modules, e.g., Block, MLP, and Atten-
tion, with the implementation details in Appendix
A. Based on the observation that deeper layers are
more redundant than shallow layers (Gromov et al.,
2024; He et al., 2024b), we focus on applying Mind-
Skip to the deepest layers except the last one, leav-
ing other layers unchanged. In Table 1, we trans-
form the last half of the attention layers into Mind-
Skip. While previous work primarily focused on
applying dynamic depth to Block and MLP layers,
this approach significantly degrades performance.
In contrast, applying dynamic depth to Attention
layers preserves nearly the same performance as
the original models, e.g., 69.4% v.s. 69.7 in Llama-
3-8B. These findings reinforce our motivation to
focus on Attention with Dynamic Depth.

Comparison with Attention Drop Compared
to statically dropping attention layers, Mind-
Skip adapts dynamically to the input, which en-
hances its potential for improved performance. As



Figure 2: Comparison with Attention Drop under the
same skipping ratios.
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shown in Figure 2, we compare MindSkip with
Attention Drop (He et al., 2024b) under the same
computation budget — for instance, dropping 4
layers versus applying MindSkip to 8 layers with
50% capacity. When applying the same skipping ra-
tios, MindSkip significantly outperforms Attention
Drop (He et al., 2024b) on the GSM8K benchmark
(Cobbe et al., 2021), e.g. 6.5% when the skipping
ratio is 25.0%.

Training Efficiency The training efficiency of
our method lies in two perspectives: trainable pa-
rameters and time consumption. Since the router
projects the input from dimension d to 1, the num-
ber of trainable parameters is d per layer, and the
total number of trainable parameters is fewer than
0.01% of the whole model. Furthermore, router-
tuning on a single Nvidia A6000 GPU only takes
less than 15 minutes, which is over 1000 times
faster than DLO (Tan et al., 2024) that requires 36
hours on Nvidia RTX A100 GPUs.

Inference Speedup We also evaluate the run-
time speed improvements achieved with MindSkip.
The inference speed is measured throughout the
entire generation process, from the initial input
prompt to the generation of the final token. To
ensure that our results accurately reflect the per-
formance gains, we adhere to two key principles:
(1) all operations are performed on a single Nvidia
RTX A6000 Ada GPU, eliminating any communi-
cation overhead from multi-GPU setups; and (2)
we increase batch sizes to fully utilize the GPU
for each model. As shown in Table 1, Mind-
Skip achieves a 21% speedup in inference when
applied to half of the layers.

KV Cache The KV cache stores intermediate rep-
resentations of attention layers, which accelerates
inference by preventing redundant computations

but has a significant memory cost. Our approach
significantly reduces the size of the KV cache—for
example, an 8GB reduction when processing an
input sequence of length 2048 with a batch size of
64 on Llama-3-8B. In contrast, DLO only applies
to MLP layers and retains the full KV cache.

3.2 Ablation Study

Pretrained Models Since MoD-Attention can
be seamlessly integrated into pretrained lan-
guage models, we extend our evaluation to other
mainstream models, specifically Mistral-7B and
Qwen2.5-7B. In Figure 3, we experiment with vari-
ous numbers of MindSkip layers, keeping the total
MindSkip capacity at 50%. Our results show that
applying MindSkip to half of the attention layers
maintains model performance. However, when
increasing the number of MindSkip layers, perfor-
mance starts to degrade. We believe this decline
occurs because important shallow layers are being
transformed, negatively impacting overall perfor-
mance (Men et al., 2024; He et al., 2024a,b).

Figure 3: Effectiveness across language models.
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Training Dataset MindSkip requires a dataset
to fine-tune the routers. In this section, we exam-
ine the impact of using different training datasets
in Table 3. We consider a variety of datasets, in-
cluding Alpaca (Taori et al., 2023), Evol-Instruct
(Xu et al., 2023), ShareGPT (Zheng et al., 2023),
and Llama-Pro (Wu et al., 2024). Since Mind-
Skip only fine-tunes the routers while keeping the
backbone of the language models intact, changes
in the training dataset do not significantly impact
performance. However, Llama-Pro, which incorpo-
rates diverse training data from various domains,
provides slightly better performance due to its
broader data coverage. On the other hand, due
to the small number of trainable parameters, Mind-
Skip does not require a large training dataset. As
shown in Table 3, using just 5K training samples is
sufficient to train the router effectively.



Table 2: Effectiveness across different training datatsets.

Dataset ‘HellaSWag MMLU OBQA WinoGrande ‘ Avg.
Baseline | 821 653 450 717 | 615
Alpaca 79.8 62.2 43.8 71.4 65.8
Evol-Instruct|  80.4 64.0 44.4 77.6 66.6
ShareGPT 80.6 63.3 45.4 76.7 66.5
Llama-Pro 80.7 65.1 44.6 71.7 67.0

Table 3: Ablation study on training samples.
Sample |HellaSwag MMLU OBQA WinoGrande | Avg.

0 | 788 657  42.8 759 | 658
1K 74.3 645 416 74.6 63.8
2K 75.6 654 428 75.7 64.9
5K 76.9 657  43.0 76.9 65.6
10K 76.5 658 426 75.6 65.1

4 Conclusion

In this work, we explore the dynamic depth mecha-
nism in both design and training. First, we propose
MindSkip, which significantly enhances efficiency
without compromising performance. Second, we
introduce Router-Tuning which tunes a small num-
ber of parameters in just a few steps to implement
dynamic depth. These improvements will provide
valuable insights for the NLP community.

Limitations

Despite the progress we have made, our work still
has limitations. First, while we have advanced
MoD with Router-Tuning, other sophisticated train-
ing methods may exist that could further improve
performance, warranting future exploration. Sec-
ond, due to computational resource constraints,
our experiments have been limited to Llama-3-
8B, Mistral-7B, and Qwen2.5-7B on a small set
of tasks. Expanding this approach to other mod-
els and a broader range of tasks would be highly
valuable for understanding its full potential.
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A Appendix

Models We conduct experiments on Llama-3
(Touvron et al., 2023), Qwen (Bai et al., 2023), and
Mistral (Jiang et al., 2023), given their competitive
performance and wide usage.

Datasets For the training dataset, we used Llama-
Pro (Wu et al., 2024), given it spanning general
instruction, math, and code for the SFT process
and offering a wealth of instruction data with vary-
ing complexity levels. To evaluate model perfor-
mance, we report normalized zero-shot or few-
shot accuracy on the LM-Harness benchmark. The
number of shots for each task is detailed in Table
4, which includes multiple tasks: ARC-C (Clark
etal., 2018), BoolQ (Clark et al., 2019), HellaSwag
(Zellers et al., 2019), MMLU (Hendrycks et al.,
2021), OBQA (Mihaylov et al., 2018), PIQA (Bisk
et al., 2019), RTE (Wang et al., 2019), and Wino-
Grande (ai2, 2019). The evaluation code is based
on EleutherAI’s LM Harness framework (Gao et al.,
2023).

Table 4: Experimental settings for evaluation tasks.
“Norm” refers to the normalization performed with re-
spect to the length of the input.

Task Number of few-shot Metric
BoolQ 0 Accuracy
RTE 0 Accuracy
OBQA 0 Accuracy (Norm)
PIQA 0 Accuracy (Norm)
MMLU 5 Accuracy
WinoGrande 5 Accuracy
GSMSK 5 Exact Match
HellaSwag 10 Accuracy (Norm)
ARC-C 25 Accuracy (Norm)

Hyperparameters We set 7 as 0.5, which corre-
sponds to the midpoint of the sigmoid function. To
ensure that training starts from dense models, we
initialize W to zero, ensuring that R(x) > 7 ini-
tially, i.e., training from dense models. To achieve
the desired MindSkip capacity, we perform a grid
search over the learning rate from {1e-5, 2e-35, Se-
5, le-4, 2e-4} and the scale factor A\ from {0, 0.1,
0.01, 0.001}, respectively.

To evaluate the performance of the model, we
report the results of the following tasks: BoolQ
(Clark et al., 2019), OBQA (Mihaylov et al., 2018),
PIQA (Bisk et al., 2019), RTE (Wang et al., 2019),
ARC-C (Clark et al., 2018), HellaSwag(Zellers
et al., 2019), MMLU (Hendrycks et al., 2021),
WinoGrande (ai2, 2019) and GSM8K (Cobbe et al.,
2021). Please refer to Table 4 for detailed informa-
tion. The evaluation code is based on EleutherAl
LM Evaluation Harness (Gao et al., 2023).
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