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An analogy is drawn between version of non-equilibrium thermodynamics a distribution-based 
containing an additional thermodynamic first-passage time parameter, nonequilibrium statistical 
operator method and extended irreversible thermodynamics with flows as an additional 
thermodynamic parameter. Thermodynamics containing an additional thermodynamic first-
passage time parameter maps to extended irreversible thermodynamics. Various conditions for the 
dependence of the distribution parameters of the first-passage time on the random value of energy, 
the first thermodynamic parameter, are considered. Time parameter relaxation time τ of extended 
irreversible thermodynamics is replaced by the average first-passage time. Expressions are 
obtained for the thermodynamic parameter, the conjugate of the first passage time through the 
entropy change, and for the average first passage time through the flows.  
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1. Introduction 
 
In non-equilibrium thermodynamics, in contrast to equilibrium, there are several different 

directions. That is classical irreversible thermodynamics [1-4], this direction is described in detail 
in [5]; generalization of classical irreversible thermodynamics to states far from equilibrium and 
to nonlinear phenomena [6]; rational thermodynamics [7]; extended irreversible thermodynamics 
[8-13]; generalized kinetic approach [14]; wave approach to thermodynamics [15]; “universal” 
approach [16]; stochastic thermodynamics [17]; information statistical thermodynamics [18], [19-
33], and etc. This brief history of nonequilibrium thermodynamics is described in more detail in 
[20], [77]. 

The method of non-equilibrium statistical operator (NSO) [34-43] turned out to be very 
effective, on the basis of which informational statistical thermodynamics [19-33] was developed. 
It was shown in [44] that the NSO operator is represented as a quasi-equilibrium operator averaged 
over the distribution of the past lifetime of the system.  

In [45-48], a statistical distribution is introduced containing a random lifetime or a random 
time when a random process reaches a certain level, first-passage time (FPT). FPT is studied in 
detail and widely and effectively used in various problems [49–68]. Based on a distribution 
containing FPT, it is possible to develop nonequilibrium thermodynamics with a nonequilibrium 
thermodynamic parameter FPT [69–70]. FPT or lifetime is also contained in the NSO method 
[44]. An additional thermodynamic parameter responsible for the nonequilibrium description is 
FPT. An additional thermodynamic parameter is also contained in extended irreversible 
thermodynamics (EIT) [8–13]. In EIT, these are flows, a value close to FPT.  

The use of an additional nonlocal flow parameter in extended irreversible thermodynamics 
[8–13] does not allow using the local equilibrium hypothesis. Such classical regularities as 
Fourier's and Fick's laws are generalized. The theory includes memory effects, non-local and 
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nonlinear effects. Generalized entropy and entropy production rate are at the center of 
consideration. Entropy is represented as a function not only of conserved variables, but also of 
dissipative flows. Flows are specified as state variables (see [8-13]). 

In informational statistical thermodynamics [20–33], the fluxes and relaxation times play an 
important role. This article compares thermodynamics with thermodynamic variable FPT (TFPT) 
with the NSO method and EIT.  

The article contains several original points. Thus, explicit expressions are obtained for the 
conjugate FPT of the thermodynamic parameter γ in terms of the change in entropy. The parameter 
γ (11) is similar to the reciprocal temperature β, which in the statistical Gibbs distribution is 
conjugate to the thermodynamic random energy parameter u. Accordingly, the definition of the 
parameter γ is similar to the definition of the reciprocal temperature, this is an important point. The 
average FPT values depend on the parameter γ. Substituting certain values of the parameter γ leads 
to expressions of the mean FPTs in terms of entropy changes and fluxes. Inverse expressions are 
also obtained: flows through the average FPT. Another new point is the generalization of the 
relaxation time τ to EIT, replacing τ with , the mean FPT. The article also considers models 
for the dependence of the FPT distribution on the thermodynamic value of random energy u. Such 
dependencies significantly increase the possibilities of statistical description.  

The article is structured as follows. In the second section, the distribution of the NSO in the 
case of the classical description is equated to the distribution containing the FPT. An explicit 
expression is obtained for the thermodynamic parameter conjugate to FPT, an analogue of the 
reciprocal temperature, conjugate random energy, depending on the change in entropy. Then this 
expression is obtained in a general form. Section 3 compares EIT and TFPT. Relaxation time is 
generalized and acts as FPT. In conclusion, the results obtained are discussed. 

 
2. NSO and TFPT 

 
One of the most general in modern nonequilibrium statistical mechanics is the NSO method. 

It can serve as the basis for other important approaches based on Mori and Kawasaki–Ganton 
projection operators. [43]. The approach of Zubarev to the theory of non-equilibrium processes 
[34-41] based on a fundamental property of macroscopic systems, which is intimately related to 
phase space z=(q(t), p(t)) of a many-particle system. For time intervals that are not too small in

 the instability of the classical phase trajectories z(t), the details of the initial state become 
inimpotant and the number of parameters necessary for the description of the state of the system 
is reduced.  

It was shown in [44] that the NSO can be written as 

,     (1) 

where y=t-t0, t is the current moment of time and t0 is the random initial moment. Averaging the 
logarithm of the relevant distribution ρrel over the distribution w(y) of the past lifetime of the system 
y=t-t0 leads to the logarithm NSO (1). The logarithm NSO  expression (1) is the logarithm 
of the relevant distribution  (2) averaged over the distribution of the lifetime w(y). Thus, 
the history of the system is taken into account.  

In [38] another physical interpretation of expression (1) is given: the system described by 
the logarithm of the relevant distribution is isolated. But at random times defined by the 
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exponential distribution (for case (6)) or, more generally, by the distribution w(y), it falls under the 
influence of the environment and makes random transitions. 

The non-equilibrium macroscopic state of the system depends on the set of observables, 
average values < > of the corresponding dynamic variables . Variables  characterize the 
reduced description of the state of the system. The choice of the set of variables  is arbitrary. It 
is determined by the specifics of the task and the stage of evolution at which the system is located. 
The stages of evolution, the chosen time scales, depend on the "hierarchy" of the basic relaxation 
times in macroscopic systems [20, 23, 34, 35]. An increase in the evolution time of the system is 
accompanied by a decrease in the variables necessary to describe the behavior of the system [35]. 
In this article, relaxation times are interpreted as FPT. 

In the case when the observed macroscopic quantities depend on time, generalized Gibbs 
ensembles are constructed for the thermodynamic description of nonequilibrium systems [35]. 
They are called relevant ensembles. Irreversible macroscopic processes are described by solutions 
of the Liouville equation [20-33]. These the observed variables appear in auxiliary distributions. 
To select the basic set of variables, the Zubarev-Peletminskii law [20] is used. Using the 
information entropy maximum method and Lagrange multipliers in [20], [34], [35], the relevant 
[35] (or quasi-equilibrium [38]) distribution is obtained in the form 

.                                             (2) 

A set of variables {Fm(t)} play the role of variables thermodynamically conjugated to the 
macroscopical variables . As in the Gibbs distribution, the reciprocal temperature β is 
conjugated to random energy u. The first t in the argument of  denotes the time dependence 
of the thermodynamic variables Fm(t); the second temporal argument refers to the Schrödinger 
representation of dynamical operators and their evolution [34, 35], 

. 

Here , L is Liouville operator; H is Hamilton function, pk and 

qk are pulses and coordinates of particles; […] is Poisson bracket [34, 35]. 
The function Φ(t) from (2) is determined from the normalization condition of the 

distribution (2) and has the form  
. 

From the self-consistency conditions are determined the Lagrange multipliers Fm(t) [34, 35, 41] 
. 

The considerations are concerned with classical and quantum systems if the dynamical 
variables and the symbol Tr are correspondingly interpreted.  

When obtaining an explicit form of a non-equilibrium statistical operator, the principle of 
maximizing the statistical-informational entropy is used under additional conditions that are set at 
each moment of the system's past [34]. This turns on the memory effect. 

In [20, 23, 34] is maximized the time-dependent Gibbs’ entropy 
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for  [20, 34]. In (3),  values are equal to the average < > of the corresponding 
dynamic variables . This procedure reflects the history of the system. The result is 

,                                    (4) 

where 

 

corresponds to the normalization ρw(t). From relations (3) the Lagrange multipliers are found. They 
are redefined as 

,                                                 (5) 
functions w are present here [20, 23]. They are introduced by this relation [34]. 

In [34, 35], the volume of the system tends to infinity (thermodynamic limit), then the limit 
transition is made t0→-∞, t0-t→-∞. Before this passage to the limit, the functions in (4) depend on 
the value of y=t-t0. The value y=t-t0 in [44] is considered as a random system lifetime, FPT (in the 
reverse time). The functions w(t,t’) are interpreted in [44] as the densities of the distribution of this 
lifetime. 

Zubarev in [34] chose the weight function w(t, t’) (or the distribution density in treatment 
[44]) in expression (5) in the form of the Abel kernel εexp{ε(t’−t)} (or the exponential distribution 
[44]). To eliminate non-physical initial correlations at the initial moment t0, the limit transition 
t0→-∞, t0-t→-∞ is made. Hence, 

.                                         (6) 

Eq. (6) after part integration takes the form 

,                     (7) 

where ,  is entropy operator. 

The entropy production operator [34, 35] is equal  

=- ;     .    (8) 

The expression for entropy production ,  for the local-equilibrium distribution, a special case 
of the relevant distribution (2), is written in terms of flows in [34]. Further more detailed study of 
these relations, as well as expressions for flows, was carried out in [20-33]. 

In NSO (6), the distribution w(y) is chosen as an exponential distribution valid for long 
times. After the limit transition t0→-∞, explicit dependence on y in (4) passes into averaging over 
y. NSO becomes an integrated function over y, we arrive at averaging, as in (6) and (1) (after a 
change of variables).  

How FPT is determined. At [45] it is written: «FPT is the time it takes for a stochastic 
process X(t) to reach a certain threshold a (9) for the first time. For example, it is the time for a 
stochastic process that describes a macroscopic parameter X(t) to reach the zero level. The 
stochastic process X(t) is the order parameter of the system, for example, its energy, number of 
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particles, (in some papers, for example [71], entropy production is considered). The process X(t) 
can describe many other physical quantities. FPT is, by definition, 

.                                              (9) 
The subscript γ, emphasizing the dependence on the conjugate thermodynamic parameter, is used 
not to confuse the variable with the temperature T. There are other definitions of FPT. For example, 

, where А is a Borel set on a number line, Тγх is the moment of the first 
achievement of the set А [72]. The moments of the first achievement of the FPT refer to the 
stopping times and to the Markov moments [72, 73]. Each Markov moment is associated with a 
set of sets describing a set of events observed over a random time Тγx [73]. Physically, this 
corresponds to a dependency on the system’s history. The events that occur during this time include 
the change in the entropy of the system. In this way, the system history is taken into account. FPT 
(9) is a multiplicative functional from a random process Х(t) [72]. In distributions (11)-(13), as in 
the NSO method, the dependence on the system’s past is important.  

By definition (9) FPT is the first moment when a random process X(t) reaches the absorbing 
set “a”. For example, in relation (11), the role of the main random process X(t) is played by the 
internal energy u. In example, this is a random flux J; this is the coordinate of a diffusing particle. 
FPT Tγ plays the role of a subordinate process [74]. In NSO (1), (6), (7) the absorbing set “a = 0” 
is achieved in the reverse time». 

Non-physical dependence on the initial moment t0 is eliminated by choosing a sufficiently 
large interval t-t0 so that non-physical initial states do not influence. In this case, the time t-t0 
should not exceed the time to relaxation to equilibrium of the entire system.  

In the stationary case, when the entropy production operator does not depend on time, in the 
second term on the right side of expression (1), the entropy production operator is taken out of the 
integration, and expression (1) takes the form  

lnrw(t)=lnrrel(t,0)-<t-t0> .                                              (10) 
In expression (10), there may be not , but , a function that does not depend 
on the past y=t-t0.  

In [45–48], a statistical distribution is introduced that contains an additional thermodynamic 
parameter FPT Tγ (or the lifetime) 

.                                         (11) 
From the microscopic (coarse-grained) density  (11) we pass to the distribution 

density of random variables of energy u and Tγ p(u,Tγ)=puTγ(x,y) (for example, see [75], [76]): 
.                              (12) 

After passing from variables z to variables u, Tγ, substituting expression (11) into relation (12), and 
changing variables, we obtain 

,                                               (13) 

where β = 1/T is the inverse temperature of the reservoir (kB = 1, kB is Boltzmann constant), 
                               (14) 

is the partition function. The Lagrange multipliers, parameters b and g can be expressed in terms 
of average values  from relations (3). Differentiating  with respect b and g, we 
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,      .                                (15) 

The function w(u,Tγ) is the volume of the hypersurface in the phase space. It contains fixed 
values of u and Tγ. The function w(u,Tγ) for the variables u and Tγ replaces the factor w(u) in the 
case of distribution for one variable u. Function w(u,Tγ)=d2µ(u,Tγ)/dudTγ, where µ(u,Tγ) is the 
number of states in the phase space with parameter values less than u and Tγ. In this case, 
òw(u,Tγ)dTγ=w(u). The function w(u,Tγ)dudTγ is equal to the number of phase points with 
parameters in the interval between u, u+du; Tγ, Tγ+dTγ. 

The joint probability for u and Tγ is (13), (14). The function  is equal to the joint 
probability for u and Tγ. The important thing is that  is the stationary probability of the 
process for u and Tγ. Let's rewrite the value  in the form 

.                                 (16) 

Relation (16) assumes that there are n classes of states in the system. Below we restrict ourselves 
to the case n=1. The value  is equal to the probability that the system is in the k-th class of 
states; the function  is equal to the FPT  distribution density in this class of (ergodic) 
states (in the general case,  depends on u). Such functions (16) characterize the behavior 
of metals, glasses, etc.  

The dependence on the argument random energy u in expression (11) is conditional and can 
be changed to a more general expression using expression (2), 

,        .                         (17) 
As in NSO, the distribution (2) is generalized. In (17) contains an additional thermodynamic 

parameter FPT Tγ in addition to the thermodynamic parameters  from (2).  
If we assume the possibility of instrumental measurement of the FPT, then we can introduce 

the specific entropy sγ corresponding to distribution (11) (u is the specific internal energy) by the 
relation [34–35] 

;            .        (18) 
Let us average expression (10) over distribution (1). At the same time, we take into account 

that [20, 23, 25-27, 34-35] , Gibbs’ statistical entropy [23]. We suppose 

sG=sβ (21). To the entropy  [23, 25-
27, 34-35] we equate the entropy sγ (18). Then averaging (10) over distribution (1) gives the 
relation  

<t-t0> = ,                                                  (19) 

where . Substituting into (19) the values sβ from (21) and sγ from (18), 
we obtain 

.                           (20) 
Expressions (20) and (22) coincide at . In the quantities  and uβ, the 

random variable u is averaged over different distributions:  over the distribution (11), and uβ 
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over the distribution , ; the distribution density  is equal to the 
function (11) at γ=0. 

The definition of entropy (18) is generalized using expression (17), we assume 
,   ;         (21) 

.      (22) 
The averaging of  in the ratio (22) is over the distribution (11), in the ratio (21) is over 
the distribution . 

Relation (10) is not fulfilled on the entire interval t-t0. From the moment t0 to some moment 
t1 there is no stationarity, it comes after the moment t1. We set t1-t0<<t-t1. It is possible to take into 
account non-stationarity by expanding the expression dlnrrel(t-y,-y)/dy into a series in y=t-t0.  

Wherein 
.   (23) 

The term "entropy" in the nonequilibrium case is largely arbitrary. This question is discussed 
in [77]. Expression (10) is rewritten as 

,                                       (24) 
and expression (20) at =  takes the form 

.                                  (25) 
The value  from (15) is equal  to (21) only in the case of independent variables , 

when the distribution density  does not depend on u. In general, . The average 
internal energy  can be divided into equilibrium  and non-equilibrium  parts;  
is the probability density of the FPT distribution: 

, . 

For the case of independent variables , when = , we write the term on the right 
side of (25) as  

.               (26) 

Further transformations of relation (26) are affected by the fact whether the distribution  
depends on the random value of energy u. In the first approximation, if such a dependence is 
present, fluctuations of the random variable u can be neglected by setting u= . Then the 
variables u and  in (14), (16) are separated, and  the Laplace 
transform of the distribution . In this case, expression (26) takes the form  

,   , 

and relation (25) is written as 
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Non-stationarity and time dependence from the past in expression (10) can be taken into 
account by expanding the function  in powers y=t-t0, 

.                    (28) 

Then the left side of expression (27) after averaging takes the form 
, 

and expression (27) is written as (in the general case, nonlinear dependences are valid) 

.                                    (29) 

When specifying the value of Δs in the form 

, 

we obtain the following expression for γ: 

. 

If we take into account cubic terms in γ in expansion (26), then we obtain a cubic equation for 
γ of the form 

.                                (30) 

When the value γ in equation (30) is specified in the form γ=γ0+ε, where γ0 is determined by 
relation (27), and the value ε is assumed to be a small addition to γ0, we obtain a cubic equation 
for ε, the solution of which is sought in a linear approximation. The result for γ is written as 

. 

The situation when the distribution  depends on u is illustrated by an example of a linear 
dependence, when  

.                            (31) 
Then 

. 

Relations (27)-(30) will include , , . 
 
3. Comparison of EIT and TFPT 

 
Compare TFPT results with EIT. In the EIT the independent thermodynamic variables are the 

energy uβ and flows q [8-13]. For simplicity, we restrict ourselves to the case of the simple problem 
of heat conduction in rigid bodies, without considering other transport processes. In TFPT, the 
variables are mean energy <u> and FPT . The EIT [8-13] contains expressions out of (local) 
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equilibrium up to terms of the second order in q. In this approximation, an explicit expression for 
the entropy is also written: 

,                                             (32) 

,         ,                    (33) 

,          ,                                           (34) 

,    ,     ,         (35) 

where ρ is the total mass density, λ is the heat conductivity, θ is the non-equilibrium temperature 
[8], q is the heat flux, T is the local equilibrium temperature, T(u), u is the specific internal energy, 
s is a local specific entropy, σs is the entropy production rate, function Z(β,γ) is defined in (14), 
(15), ,  from (21).  

Time τ from (32) is the relaxation time of heat fluxes. For very small values of the relaxation 
time τ, the Maxwell-Cattaneo equation [8] (72) reduces to the Fourier law. In solid homogeneous 
bodies, during the time τ, phonons or electrons transfer energy at the molecular level. This time 
interval τ is very small, it is approximately equal to the time between two successive collisions at 
the microscopic level. However, in polymers, superfluids, porous media, or organic tissues, slow 
internal degrees of freedom operate. In these cases, the time τ corresponds to the time required for 
the transfer of energy between different degrees of freedom. This time can be relatively large, on 
the order of or greater than 1 s [11]. The value of Δs (19), (23) in EIT (32) is proportional to the 
relaxation time τ. In this case, the process time is equal to τ. 

Consider expressions (18), (33) and equate their  

,                          (36) 

,                                             (37) 
where Δs=ΔsEITτ is chosen in the form (32)-(34). If the variables u and Tγ are independent, then in 
(37), , and 

.                                                        (38) 
Let us substitute the expressions (18), (34) into the left side of (38),  

, 
where the arrow indicates the transition from the general case to the case of independent variables 
u and Tγ. Differentiating in (38) with respect to γ and to β, we obtain an identity.  

Equality ΔsEITτ=ΔsTFPT, if in aβ (32), (34) put θ=Т,  
,           (39) 

can be considered as an equation for expressing flows in terms of the parameter γ, q(γ) or for 
finding the inverse relationship γ(q). 

Consider the case of exponential distribution for first-passage time; T0 does not depend on u:  
=(Т0)-1exp{- Tγ/Т0}.                                             (40) 

The exponential distribution (40) is valid for large times, . In this case  

2
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Zg=1/(1+gT0),            ,        .            (41) 

Substituting (27), (39) into (41) gives the relation between flows q and FPT. 
.                                       (42) 

For gamma distribution 

;    ,       (43) 

(Γ(α) is gamma function) a special case of which for α=1 is the exponential distribution (40), 

Zg=1/(1+gT0)-α,    ,   .      (44) 

Entropy (18) for distribution (40), (41) is  

.                                    (45) 

Assuming the value of seq from (32) equal to the value of sβ (21), and comparing (32) and (45), we 
obtain the relation   

,     .                       (46) 

If we put θ=Т in aβ (32), (34), then from (46) we obtain  

,                                       (47) 

expression for the flow q in terms of γ from x=γT0. For the parameter γ, relation (45) is a 
transcendental equation. Expanding the left-hand side of (46) into a series in powers of x, we obtain 
that for small x 

.                                                 (48) 
For the exponential distribution (40) , and expression (48) coincides with (27). 

Comparison of TFPT with the NSO method and with EIT leads to the same results. This is due to 
the fact that the expansion in powers of γ of the expression for  with independent 
parameters u and Tγ, when , is of a general nature. 

Let us now consider the case of dependent variables u and Tγ. For the exponential distribution 
(40), the parameter T0 is the mean value. But averaging is carried out over the distribution of the 
random variable Tγ. No averaging is carried out over the parameter u. Therefore, in the general 
case, the dependence Т0(u) is possible. It was assumed above that T0 may depend on the average 
values of the energy u, and not on their random values. In cases of possible dependences of T0 on 
u, random values of u were replaced by their average values; fluctuations are neglected.  

Consider the case of a linear dependence  
,                                                  (49) 

analogue (31), where T00 and T10 are some parameters. In this case, after integrating over Tγ in 
(14), (16), (40), we obtain  

.                                  (50) 

For small γ  
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                                    (51) 

,                   (52) 

,   .                         (53) 

Wherein 
.                                 (54) 

Suppose that in expression (50) the function . Then for relation (50) we obtain  

, 

where Ei(z) is an integral exponential function [78]. In the case of small values of γ, the function 

E1(z)=-Ei(-z) has an asymptotic expansion  [78]. Then 

. Since at , , we can write some 

effective nonequilibrium reciprocal temperature of the form  

.          (55) 

For dependence T0(u) of the form  

                                                               (56) 

integration over Tγ leads to the expression  
. 

Then  

.                                    (57) 

If the values of T10 are small, then . Expressions for  and 
 are equal  

,      (58 

,    .                  (59) 

In the approximation , the expression for 1/β in approximation (55) is replaced 
by  
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.                            (60) 

Let's consider another example. The exponential distribution (40) can be compared with the 
hydrodynamic stage of the evolution of a statistical system (in the terminology of [34–36]). For 
the preceding kinetic stage, an example of an inverse Gaussian or Wald distribution can be given 
(for example, [79], [45], [55]). In diffusion processes of the form (62) for FPT, the Wald 
distribution (for example, [45], [55]) f(Tγ) has the form  

,    ,    .    (61) 

where L is the diffusion area in the one-dimensional case. Distribution (61) describes the drift-
diffusion process. The Langevin equation for such a process has the form 

,                                                  (62) 

In equation (62), the term ζ(t) describes the Gaussian white noise. For it, the average value is zero, 
 and the autocorrelation  is related to the diffusion coefficient 

D=kBT/ς, kB is Boltzmann's constant, T is the absolute temperature, ς is the friction coefficient. 
The first term in (62) v=F/ς is the drift velocity, F is an external force, for example, the drag force 
of the medium acting on a moving particle. The value X(t) from (62) is a coordinate of the particle. 

If we carry out the Laplace transform of distribution (61), then we obtain 

.                      (63) 

From relation (63) we obtain 
 (64) 

(we took into account the expression for the dispersion obtained from (63)). TFPT uses 
dimensionless entropy, in units of kB. From expression (39) with independent variables  when 

= , 

,  .  (65) 

From (65) we find an expression for γ(Δs) in the form 

,                     (66) 

and the expression for Δs(γ) 

.                                          (67) 

If the parameter T0 in expressions (61), (63) depends linearly on the random variable u, as in 
(49), then from (49), (63)-(65) we obtain 

,    (68) 
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.   (70) 

Since βef depends on γ, then (70) is an equation for q. We assume that the diffusion coefficient has 
the form , where Ea is the activation energy. This value is included in the 
expression for , which is not written. 

The relationship between γ and q takes on a more complex form than (65)  

.   (71) 

Equating the values ΔsNSO, ΔsEIT, ΔsTFPT has several aspects. In ΔsNSO=<t-t0><σst> (24) the 
main dependence on time t is in the multiplier <t-t0>. In ΔsEIT (39), the fluxes depend on time. The 
Maxwell-Cattaneo equation [8] has the form 

.                                               (72) 

The solution of differential equation (72) is written as , the dependence 

λ(t), τ(t) is possible. Entropy change (32) is .  
Perhaps one should interpret the relaxation time parameter τ of the Maxwell-Cattaneo equation 

(72) as the average FPT Tγ. In this case, the value τ=Tγ is not a constant value, but depends on the 
parameter γ, and through the parameter γ and on the change in entropy Δs and flows q. 

The possibility of considering the variables u and Tγ independent remains an open question. 
The independence of the distribution of FPT Tγ on the random variable u [45] seems rather 
artificial. This is an approximation connected with the replacement of the random variable u by 
the mean value <u>. It is also necessary to investigate the question of what physical conditions 
correspond to different models of the dependences of the FPT distribution on the random value of 
energy u. 

Another important question is about the time constant τ in (32)-(34). Replacing the time 
constant τ by  in EIT makes it possible to obtain meaningful thermodynamic relations relating 
the fluxes from EIT with the parameter γ from TFPT conjugate to . And it's physically justified. 
The process time is not constant, but itself depends on the process. In the proposed approach, the 
mean FPT  depends on Δs, the change in entropy, which in turn depends on . The resulting 
expressions are self-consistent: the change in entropy depends on the average value of FPT, which 
depends on the change in entropy. What thresholds are reached by FPT? In [80] it is written: «The 
observable O, the threshold D, and the time τF := inf{t ≥ 0 : O(ωt) ∈ D}, define the physical process 
and its duration. For concreteness, τF may be the minimum time to displace a mass, or to exchange 
a given amount of energy or particles with a reservoir. In general, it represents the time needed for 
a specific physical process to be carried out by the system». This quantity τF differs significantly 
from the relaxation time τ. The deviation of the stationary value of fluxes that exceeds the standard 
deviation, as well as a number of other physical quantities, for example, the time to reach a new 
stationary or equilibrium state, can be considered as a threshold.  
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In [80], FPT is used in entropy production . We changed the notation τ in [80] 
to τF to avoid confusion with τ from (32)-(24), (72).  

The parameter τ in (32) depends on β. As in [80], we will consider this value as mean FPT, 
setting 

.                                                       (73) 
Assumption (73) combines the time parameters of EIT and TFPT. 
Let us show by examples that  in ΔsEIT it depends only on β. For the exponential 

distribution (40) and relation (46), we take , rather than τΔ1, and write  
. 

Expanding this expression into a series, we obtain relation (27) with , the value of τ 
is replaced by Т0(β), which does not depend on γ. We obtain the same for the Wald distribution 
(61) and relation (65) with τ replaced by Т0(β). If we expand in general both parts of relation (39), 
where , then, up to γ2, we obtain a quadratic 
equation for γ with the solution  

. 

Assuming in this ratio the small parameter entropy production Δ1, we obtain for γ the 
expression 

, 

that is, expressions (27), (48) with . 
 
4. Conclusion 

 
Any physical theory contains some ideas. In the NSO approach [34-44], this is the 

consideration of the history of the system and a rigorous description of kinetic processes and 
equations of hydrodynamics. Information statistical thermodynamics [18-33], developed on the 
basis of NSO, describes in detail the physical prerequisites underlying both NSO and information 
statistical thermodynamics. Its applications are very wide [27-33]. EIT contains non-local and non-
linear effects, memory effects, as in NSO. In TFPT, the finiteness of the time of physical processes 
occurring in physical systems and the finiteness of the lifetime of the systems themselves are laid 
down; the importance of FPT is emphasized in TFPT. FPTs are related and over time. Any time 
is FPT, reaching some threshold. FPT finds wide applications in many physical, chemical, 
biological and other problems [49–52, 54–68]. TFPT also has applications [81-83]. For example, 
expression (27) was used in [82] in determining and estimating the period of a nuclear reactor.  

The version of non-equilibrium thermodynamics containing FPT, TFPT, is consistent with the 
EIT and NSO method. The latter theories are true far from equilibrium and have considerable 
generality. Appendix A shows that, at a constant average FPT, TFPT has the same thermodynamic 
properties as the equilibrium theory. TFPT has a wide spectrum of possibilities: far from 
equilibrium, like NSO, and equilibrium properties. Theories of EIT and NSO method are applicable 
to almost all physical systems. However, TFPT is also applicable to equilibrium phenomena 
(Appendix A). Perhaps, due to the mathematical generality of the definition of FPT [72-74] used 
in TFPT (relations (11)-(14)), the theory of TFPT, based on FPT, can be applicable both in the 
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equilibrium description and in the description of states that are far from equilibrium. If energy is 
the main thermodynamic parameter at equilibrium, then FPT can be the main thermodynamic 
parameter at non-equilibrium. The equations for the FPT distribution are conjugate to the 
equations for the energy distribution [84]. 

Many features of EIT, such as the centrality of entropy, additional thermodynamic parameter, 
are shared by TFPT. A quantity similar to FPT in TFPT is implicitly contained in the 
nonequilibrium statistical operator (NSO) method [34–44]; in it, the quasi-equilibrium distribution 
is averaged over the distribution of the lifetime of the system [44]. Representing the relaxation 
time τ in EIT as FPT brings all three theories closer together. The proposed version of non-
equilibrium thermodynamics assumes that the Laplace transform function of the probability 
density distribution FPT is known, which limits the generality of the theory. However, in 
equilibrium thermodynamics, in order to apply it to specific systems, one must know the equation 
of state and other characteristics of the system. There are a lot of FPT distributions, as well as 
random processes themselves. Classes of this kind of distributions can be divided according to the 
stages of the evolution of the system [34-36]. In a specific problem, it is necessary to find a random 
process that best suits this problem. In many cases it is difficult to find an exact solution for the 
FPT distribution or its Laplace transform. Then it is possible to use the approximate approaches 
obtained in a number of papers. For example, in [66–67], expansions were obtained for the FPT 
distribution and its Laplace transform, the convergence of the series was estimated, and estimates 
were made of how much the next term of the series is less than the previous one. There are other 
possibilities for characterizing the FPT. The connection between the stage of evolution at which 
the system under consideration is located, using various approximations, is considered in [85, 86]. 

Two examples of distributions are considered: the exponential distribution and the Wald 
distribution. The exponential distribution was used in the nonequilibrium statistical operator [34-
36]. In [80], the exponential distribution for FPT was also used. This was justified by the rarity of 
events. The exponential distribution can be compared with the hydrodynamic stage of the 
evolution of the system (in the terminology of [34-36]), and the Wald distribution (many other 
distributions can be used for this) with the kinetic stage.  

By itself, the value of the average FPT  is informative and important in many areas of 
science and its applications [49-52, 54-68]. And the expression of this quantity in terms of the 
entropy change parameters Δs, flows q and γ should be useful. The parameters Δs and q are known 
and important. The parameter γ is also important. Its meaning is not entirely clear. Based on the 
symmetry of the thermodynamic parameters u and Tγ from (11), this parameter is similar to the 
parameter β - the reciprocal temperature. The equation for the distribution of Tγ is conjugate to the 
equation for the energy u [84], the basic quantity of equilibrium thermodynamics. If  
proportional to the root from entropy production and flow, then the physical meaning of this 
parameter is perhaps more transparent than that of β? A detailed mesoscopic description can be 
obtained using explicit stochastic models of the system, such as diffusion type [49-52] or stochastic 
storage processes [87]. The latter can be considered as models of a system excited by generalized 
noise. They take into account the interaction with the thermostat (reservoir), as well as the 
moments of degeneracy and loss of stationarity under certain conditions.  

The introduction of additional state variables is a common feature of EIT and TFPT. At the 
same time, fluxes and FPT have a lot in common. Therefore, it is interesting to compare these 
areas of nonequilibrium thermodynamics. With EIT, the approach proposed in [69-70] is united 
by the fact that in both cases an additional thermodynamic parameter is introduced. In EIT it is 
flows, in thermodynamics with first-passage time (TFPT) it is FPT. A similar value is implicitly 

Tg
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contained in the method of nonequilibrium statistical operator (NSO) [34-44]; in it, the quasi-
equilibrium distribution is averaged over the distribution of the past lifetime of the system [44].  

The relation (27) obtained, which relates the parameter γ to the change in entropy and fluxes, 
is of great importance. Using (27), expressions (42), (44), (54), (64), (70) are written, expressing 
the average FPT in terms of flows, and inverse expressions: flows in terms of the average FPT. 
Like the NSO, the theory is self-consistent: the average FPT is expressed in terms of the change in 
entropy, and the change in entropy depends on the average FPT. 

Distributions containing FPT as a thermodynamic parameter are widely used in the 
thermodynamics of trajectories (x-ensembles) [88-89]. In [90], the approaches used in [45-48] are 
applied to the thermodynamics of trajectories. 

Dependences of the FPT distribution density on random energy change the simplest picture 
of independent variables and create opportunities for a more detailed and in-depth description. The 
article considers the simplest case of linear dependence. It illustrates how the description becomes 
more complicated, new dependences on the parameter γ appear, and through it on the change in 
entropy and flows. Setting the dependence of the FPT distribution on random energy depends on 
the specific task. If we assume that the thermodynamic uncertainty ratio (TUR) holds for FPT, the 
flux-related quantity, and use TUR [91-92] and assume 2T02/DT0~1/T0 , then γ~ .  

 
Appendix A. Coincidence of TFPT relations with equilibrium expressions 

at a constant value of the average FPT <Tγ> 
 
When given in (18) 

bFTγ=-[lnZ(b,g)+g<Tγ>],       s=b(<u>-FTγ);         ds=bd<u>+gd<Tγ>,           (A1) 
аt a constant value of the average FPT <Tγ> from (18), (А1) we obtain thermodynamic relations 
that coincide with the equilibrium:  
b=1/T=¶s/¶<u>|<Tγ>;  s=-¶FTγ/¶T|<Tγ>;  <u>=FTγ-T¶FTγ/¶T|<Tγ>;  cv=¶<u>/¶T|<Tγ>=T¶s/¶T|<Tγ>, 
where 

cv=b2D/DTγ;  D=DuDTγ-D2;   Du=-¶<u>/¶b|g=<u2>-<u>2;                     (A2) 
DTγ=-¶<Tγ>/¶g|b=<Tγ2>-<Tγ>2;   D=-¶<u>/¶g|b=-¶<Tγ>/¶b|g=<Tγu>-<Tγ><u>, 

(averaging is carried out over the distribution (11)), cv in (A2) is an analog of the equilibrium heat 
capacity; it can also be cp, since the volume coordinate is not considered.  

For spatially inhomogeneous systems, the quantities b and g, generally speaking, depend 
on the spatial coordinate. In nonequilibrium thermodynamics, including EIT, the densities of 
extensive thermodynamic quantities such as entropy, internal energy, mass fraction of a 
component, etc are considered. We adhere to this approach, including for FPT. 
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