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Maxwell equations in p time and q spatial dimensions are formulated. Properties of the Green’s function for the

associated (p,q)-wave operator are derived based on contour integration. The notions of electric and magnetic �elds

in (p,q)-dimensions is explored by analogy with four dimensional physics and the problem of far �eld computation

of the radiation �eld generated by charges and currents in (1, n − 1) space-time is analyzed. SO(p,q) invariance

properties of the Maxwell equations are deduced and used to formulate SO(p,q)-group theoretic image processing

problems in (p,q)-dimensions. Dirac’s equation in (p,q)-dimensional space-time is derived using the Clifford algebra

of the Dirac gamma matrices. SO(p,q)-invariance of the Dirac equation based on the spinor representation of SO(p, q)
 is mentioned. The Maxwell’s equations in (p,q)-dimensional curved space-time is analyzed using perturbation

theory in the context of maximally symmetric spaces which play a fundamental role in (p, q)-dimensional

cosmological models for homogeneous and isotropic spaces. The Einstein-Maxwell equations for (p,q)-dimensional

gravity and electromagnetism is studied and used to derive the equations of motion of point charges carrying mass

moving under mutual gravitational and electromagnetic interactions in general relativity. Finally, Dirac’s equation in

(p,q)-dimensional curved space-time interacting with the (p,q)-dimensional electromagnetic �eld is looked at. U(1)-
Gauge, local SO(p,q) Lorentz and diffeomorphism invariance of this equation is analyzed. Local SO(p, q) invariance of

the curved space-time Dirac equation is deduced based on transformation properties of the Dirac matrices under the

spinor representation. The appendix presents some applications of group representation theoretic statistical image

processing on a manifold to the situation when the image �eld is described by the six component electromagnetic

�eld tensor on which the Lorentz group acts.
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Introduction

We �rst formulate the n-dimensional Maxwell equations on a �at space-

time manifold having q spatial degrees and p temporal degrees of freedom

with p + q = n. We explain how to solve these equations by the method of

Green’s functions and then proceed to generalize these to the situation of

curved space-time background with any given Riemannian metric. We

derive these Maxwell equations from an action principle and also explain

how to determine the motion of charged particles in such an

electromagnetic �eld taking background curvature into account. We adopt

the differential geometric approach based on the calculus of differential

forms. We also explain the generalized Lorentz gauge invariance of the n-

dimensional Maxwell theory and then explain how the n-dimensional

Maxwell theory couples to the n-dimensional Dirac equation theory for

relativistic quantum mechanics using a Clifford algebra. Finally, we explain

the coupling of n-dimensional gravity with n-dimensional Maxwell theory

via the Einstein �eld equations and explain how measurements of the n-

dimensional Maxwell �eld at a discrete set of spatial points can be used in

the detection of n-dimensional gravitational waves both in a �at and in a

curved background metric of space-time. We discuss an important example

of n-dimensional maximally symmetric spaces that are important in

cosmology and explain how to formulate the Einstein-Maxwell �eld

equations in such a curved space-time in the presence of a �nite set of

point charges that generate the current that produces the electromagnetic

�eld and that also execute motion in the electromagnetic �eld generated by

them. Some group theoretic aspects of the n-dimensional Maxwell

equations are also discussed especially invariance of the Maxwell equations

under the group SO(p, q) and how to solve group theoretic image processing

problems like estimating the  SO(p, q)  generalized Lorentz transformation

from measurements of the original electromagnetic �eld and a noisy

version of the transformed electromagnetic �eld as well as constructing

pattern invariants for n-dimensional electromagnetic �eld images that

transform according to the general Lorentz group  SO(p, q). There is some

discussion on the Green’s function in (p,q)-dimensional space-time and

how it can be applied to the special case of calculating the energy radiated

out by a charges in motion and currents in  (1, n − 1)  space-time. We also

explain how the (p,q)-dimensional Green’s function can be used to

calculate approximately the Maxwell �eld in (p,q) dimensions when the

space-time manifold is given by a curved metric that is a weak

perturbation of �at space-time. Finally, we present some discussion on the

Clifford algebra generated by Dirac matrices in  (p, q)-space-time with

applications to analysis of the Maxwell-Dirac equations in (p,q)-

dimensions. The spin group as the covering group of SO(p, q) as well as spin

representations of  SO(p, q)  constructed using the Dirac matrices are

presented and we explain how the spin representation can be used to

deduce the (global)  SO(p, q)-invariance of the (p,q)-Dirac equation in an

external electromagnetic �eld. We explain how the (p,q)-space time Dirac

matrices can be constructed using the creation and annihilation operators

in Fermion Fock space and using commutators of these Dirac matrices,

how the spin representation of SO(p,q) can be constructed. This discussion

of the spin representation of SO(p, q)  is based on Lie algebraic methods by

showing explicitly that the commutators of the Dirac matrices satisfy the

same Lie algebra commutation relations as the standard Lie algebra

generators of  SO(p, q). Finally, we derive the formula for the  (p, q)- spin

connection and explain how it can be used to construct the  (p, q)-Dirac

equation in curved space-time in such a way that this equation has local 

SO(p, q)-invariance just as the conventional curved space-time Dirac

equation in (1,3) dimensions has local Lorentz invariance. Some discussion

of the Einstein-Maxwell equations in the presence of point charges in

(n+1)-dimensional space-time in motion has also been presented. This

analysis tells us how in n + 1-dimensional general relativity, point charges

move under their mutual gravitational and electromagnetic interactions

and also how to calculate approximately the corrections introduced by
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gravitational effects on the electromagnetic �eld generated by point

particles in motion when the gravitational �eld is also that produced by the

point particles.

Research highlights:

[1]  SO(p, q)  invariance of higher dimensional Maxwell equations with

applications to group theoretic image processing.

[2] Formulas for the Green’s function of the  SO(p, q)-invariant wave

equation in (p, q)-space time dimensions.

[3] Formulation of the basic general relativistic equations describing the

motion of  N  point particles carrying mass and charge in the mutual

gravitational and electromagnetic �elds generated by them in n-

dimensions.

[4] Deriving generalizations of the Maxwell curl equations and the electric

and magnetic �elds in  (p, q)-dimensional space-time starting from the n-

dimensional potentials and an action principle.

[5] Formulating Dirac’s equation in  (p, q)-dimensional curved space-time

using tetrad basis for the metric and the spinor connection of the

gravitational �eld.

Problem formulation

1. The generalized Lorentz group SO(p,q) and the n-dimensional

Maxwell �eld

The coordinates for our  n = p + q-dimensional spacetime are  (x1, x2, . . , xn)
  where  x1, . . . , xp  are the time coordinates and  xp+1, . . . , xn  are the spatial

coordinates. The metric of space-time is �at: 

dτ2 =
p

∑
i=1

(dxi)2 −
n

∑
i= p+1

(dxi)2 = ηijdx
idxj

where 

η = ((ηij)) = diag[Ip, − Iq]

The n-dimensional electromagnetic potential is  Ai  or equivalently as a

differential one form, 

A(x) = Ai(x)dx
i

The n-dimensional electromagnetic �eld tensor associated with this

potential is 

F = dA = Ai , jdx
j
∧ dxi = (1/2)(Aj , i − Ai , j)dx

i
∧ dxj = (1/2)Fijdx

i
∧ dxj

so that in component form, 

Fij = Aj , i − Ai , j = ∂iAj − ∂jAi

In the context of the above �at space-time metric, the Lorentz group is 

O(p, q), namely, the group of all  n × n  real matrices  g  which preserve the

metric η, ie, 

gTηg = η

or equivalently, 

G(x, x) = G(gx, gx)∀x ∈ Rn

where G is the (p, q)-Lorentz metric: 

G(x, x) = xTηx =
p

∑
i=1

(xi)2 −
n

∑
i= p+1

(dxi)2

2. The Clifford algebra of Dirac Gamma matrices in n=(p,q)-

dimensional space-time and spin representations of SO(p,q)

We introduce matrices  γ1, . . . γn  or appropriate size so that they generate a

Clifford algebra for the symmetric bilinear form G on Rn: G(x, y) = xTηy, 

γiγj + γjγi = 2ηijI

or equivalently, writing 

γ(v) =
n

∑
i=1

γivi,

γ(v)γ(u) + γ(u)γ(v) = 2G(v, u)I = (2vTηu)I, v, u ∈ Rn

Let T be an element of O(p, q). Then 

γ(Tv)γ(Tu) + γ(Tu)γ(Tv) = 2G(Tv, Tu)I = 2G(v, u)

because by de�nition, O(p, q) consists of all n × n matrices that preserve the

quadratic form x → Q(x) = G(x, x) = xTηx. Now, choose a basis B = {e1, . . . , en}
  for Rn  and let T ∈ O(p, q). Let  [T]B = ((Tij)), the matrix of T  in the basis B.

Then, we have with [v]B = ((vi)), that 

γ(Tv) =
n

∑
i , j=1

γiTijvj = ∑
j
γTj vj

where 

γTj = ∑
i
Tijγi

Thus, 

γTi γ
T
j + γTj γ

T
i = 2ηijI

In other words, every T ∈ O(p, q) induces by duality, a linear transformation

on the vector space  V = span{γi : i = 1, 2, . . . , n}  that preserves the

anticommutation relations of the Clifford algebra. Now suppose that we are

able to �nd for T ∈ O(p, q), a matrix S(T) of the same size as the γ ′i s such that 

S(T)γjS(T)
−1 = γTj = ∑

i
Tijγi

Note that this equation is consistent because 

S(T)γiS(T)
−1. S(T)γjS(T)

−1 + S(T)γjS(T)
−1. S(T)γiS(T)

−1

= S(T)(γiγj + γjγi)S(T)
−1 = S(T)(2ηijS(T)

−1 = 2ηijI

It follows immediately from the de�nition of S(T)

S(T2T1)γjS(T2T1)
−1 = S(T2)S(T1)γj(S(T2)S(T1))

−1

for T1, T2 ∈ O(p, q). Thus, it is reasonable to expect that T → S(T)  will be a

representation of O(p, q): 

S(T2T1) = S(T2)S(T1), T1, T2 ∈ O(p, q)

In particular, we can restrict S  to SO(p, q) and the resultant S  is then called

the spinor representation of the Lorentz group SO(p, q). This representation

acts in the same vector space as that on which which  γ ′i s  act. Such a

representation can be constructed easily by �rst de�ning the Gamma

matrices γi as ai + a∗i  and − i(ai − a∗i ) where the ai and a∗i  are annihilation

and creation operators acting in the Fermion Fock space  ∧ Rn

  corresponding to the vectors  ei  and then constructing  S(T)  as 

exp(∑i , jθ(i, j)[γi, γj] /4)  where  T = exp(∑i , jθ(i, j)ϵ(i, j))  with 

ϵ(i, j)(k, m) = ηikηjm − ηimηjk. In other words, if  theta  is an element of the Lie

algebra so(p, q), then dS(θ) = ∑i , jθ(i, j)[γi, γj] /4 is the corresponding element of

the Lie algebra of S(SO(p, q)). S(SO(p, q)) is called the spin group of SO(p, q) and

its action on the Fermionic Fock space or equivalently on the space on

which the Gamma matrices act de�nes the spin representation of the

Lorentz group SO(p, q).

3. (p,q)-dimensional Maxwell equations and their SO(p,q)-

invariance with applications to (p,q)-dimensional image

processing for electromagnetic �elds

Returning back to the n-dimensional Maxwell equations, we construct the

action functional as 

S[A] = C∫FijF
ijdnx, Fij = ηikηjmFkm
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This action is SO(p, q)  invariant and consequently, the corresponding �eld

equations will also be SO(p, q) invariant. The action principle δAS = 0 give us

the �eld equations 

∂jF
ij = 0

To verify  SO(p, q)  invariance, let  T ∈ SO(p, q). Then under  T,  Fij  will

transform to 

(TF)ij = TikT
j
mF

km

and ∂j will transform to 

∂Tj = Tij∂i

Then 

∂Tj (TF)
ij = TrjT

i
kT

j
m∂rF

km = Tikδ
r
m∂rF

km =

Tik∂rF
kr = 0

Remark: Indices are raised and lowered using the metric  ηij. If 

((Tij)) = T ∈ SO(p, q), then we have the equation 

TTηT = η

which can be expressed as 

ηrsTriTsj = ηij

or equivalently, using the raising and lowering of indices, 

TsiTsj = ηij

or 

TsiT
j
s = δji

with the Einstein summation convention over the repeated indices being

implied. W e can choose alter the one form A  to A ′ = A + dΛ where Λ  is an

arbitrary scalar �eld, without affecting the �eld  F = dA = dA ′ = F ′   since 

d2 = 0. We choose in particular, Λ so that ◻Λ = − divA, ie 

◻Λ = ∂i∂iΛ = − ∂iA
i

This gauge condition ensures that divA ′ = 0 and hence the �eld equation 

∂jF
′ ij = 0

gives 

◻A ′ = 0

Henceforth, we remove the prime from A thereby implicitly assuming that 

A  satis�es the gauge condition  divA = 0  and hence the  SO(p, q)  wave

equation 

◻A = ∂i∂iA = 0

or equivalently, 

(
p

∑
i=1

∂2i −
n

∑
i= p+1

∂2i )Ak(x) = 0

For  T ∈ SO(p, q), we write  T = ((Tij))  rather than  ((Tij)). Thus, the  SO(p, q)

 property is expressed rather as 

TjiηjkT
k
m = ηim

Under a (generalized) Lorentz transformation T ∈ SO(p, q), the coordinate

system changes to 

yi = Tijx
j

so that 

ηijy
iyj = ηijT

i
mT

j
kx

mxk = ηkmx
mxk

as it should be. It should be noted that under such a transformation, the

potential Ai(x) changes to 

Bi(y) = TijA
j(x) = TijA

j(T −1y)

or in matrix notation, 

B(y) = TA(T −1y)

or 

B = TAT −1, T ∈ SO(p, q)

We write 

B = π(T)A

as a transformation from one n-vector �eld A on Rn to another vector �eld B
 on Rn. It is clear then that 

π(T1T2) = π(T1)π(T2), T1, T2 ∈ SO(p, q)

so that π  is a representation of SO(p, q)  in the space of n-vector �elds. It is

usual to assume some sort of integrability condition on the vector �elds.

For example, in conventional electromagnetic �eld theory the energy of the

�eld may be taken a �nite so that the partial derivatives of the vector

potential are square integrable. If we decompose the representation π  into

the irreducible representations of SO(p, q), then since this is a real group, its

irreducible components will have principal, supplementary and discrete

series. It should be noted that if A(x) satis�es the SO(p, q) wave equation as

well as the Lorentz gauge condition, ie, 

∂i∂iA
k(x) = 0, ∂kAk(x) = 0

then  B(y) = π(T)A(y)  will also satisfy these two equations. To see this, we

observe that for y = Tx or yi = Tijx
j, 

∂/∂xj = (∂yi /∂xj)(∂ /∂yi) = Tij. ∂ /∂y
i

so that 

◻x = ηjk(∂ /∂x
j). (∂ /∂xk) =

ηjkT
i
jT
m
k (∂ /∂y

i). (∂ /∂ym) =

ηim(∂ /∂y
i). (∂ /∂ym) = ◻y

Remark: T ∈ SO(p, q) implies TTηT = η implies on taking inverse and noting

that  η −1 = η  that  T −1ηT −T = η  which implies  TηTT = η  which implies that 

TT ∈ SO(p, q). We have thus shown that the generalized wave operator in 

Rn = Rp , q is invariant under generalized Lorentz transformations. It is also

easy to see that the gauge condition is also invariant: 

∂Bj(y) /∂yj = (∂xi /∂yj)∂TjkA
k(x) /∂xi

= (T −1)ijT
j
k∂A

k(x) /∂xi = (T −1T)ik∂A
k(x) /∂xi =

δik∂A
k(x) /∂xi = ∂Ak(x) /∂xk

In particular,  divA = 0  implies  divB = 0, ie,  div(TAT −1) = 0. When we make a

change of the frame by a generalized Lorentz transformation, the

transformed �eld will also therefore satisfy the Maxwell equations and the

resulting vector potential transforms to  TAT −1  while the resulting �eld

tensor F transforms to (T ⊗ T)F. T −1. If we take as our representation space,

the set of antisymmetric �eld tensors  F  with a square integrability

condition, then we get a unitary representation  T → U(T)  of the locally

compact non-Abelian group SO(p, q): 

(U(T)F)(x) = (T ⊗ T)F(T −1x)

It is usual to denote the restriction of  T ⊗ T  to  Λ2(Rp , q)  by  T ∧ T  and

regarding an antisymmetric �eld  F  as an element of the vector bundle 

Λ2T∗ (Rp , q)  namely as a differential form of degree two over  M = Rp , q

  endowed with the �at Riemannian metric  η. Speci�cally, 

F(x) = Fij(x)dx
i
∧ dxj. Then U becomes a reprsentation of SO(p, q) in the vector
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bundle Λ2T∗ (Rp , q)  and we can study the irreducible representations of U.

Note that we can write 

U(T)F = (T ∧ T)FoT −1

We can using this representation theoretic formalism of generalized

Lorentz transformations acting on an n-dimensional electromagnetic �eld

answer questions such as estimate the transformation  T ∈ SO(p, q)  from

noisy measurements of the original �eld  F  and the transformed �eld 

H = U(T)F + W  where W  is noise, or construct invariants  I(F)  for SO(p, q)  ie, 

I(U(T)F) = I(F)  for all T ∈ SO(p, q) and all �elds F. The latter will give us for

example given two �elds F1, F2 and their transformed versions F ′
1 = U(T1)F1

,  F ′
2 = U(T2)F2  for some  T1, T2 ∈ SO(p, q), the information that  F ′

1  came by

transforming F1 and not from F2 and likewise F ′
2 came by transforming F2

  and not from  F1. In other words, we can solve the feature extraction

problem or equivalently the pattern classi�cation problem for  n-

dimensional electromagnetic �elds in Rp , q.

4. Analogy of (p,q)-dimensional Maxwell equations with the four

dimensional case

In analogy with the four dimensional case, we de�ne the electric �eld

components by 

Ei , j− p = Aj , i − Ai , j, 1 ≤ i ≤ p, p + 1 ≤ j ≤ n

and the magnetic �eld components by 

Bi− p , j− p = Aj , i − Ai , j, p + 1 ≤ i, j ≤ n

Recall that there are  p  time coordinates  xj, j = 1, 2, . . . , p  and  q  spatial

coordinates xj, j = p + 1, . . . , n. For p > 1, we have additional �elds, namely 

Hij, 1 ≤ i, j ≤ p

which have no analogy in the conventional four dimensional or more

precisely R1 , 3-dimensional space-time. The de�nitions imply the following

"Homogeneous Maxwell equations" or the Maxwell curl equations 

Fij , k + Fjk , i + Fki , j = 0, i, j, k = 1, 2, . . . , n

as can be veri�ed by substituting . Fij = Aj , i − Ai , j. These imply 

∂kEi , j− p − ∂jEi , k− p + ∂iBj− p , k− p = 0, i = 1, 2, . . . , p, j, k = p + 1, . . . , n

or equivalently, 

∂p+ kEij − ∂p+ jEik + ∂iBjk = 0, j, k = 1, 2, . . . , q, i = 1, 2, . . . , p

This is the n-dimensional generalization of the four dimensional

homogeneous Maxwell equation 

curlE + ∂tB = 0

Note that for each temporal index  i = 1, 2, . . . , p, we have an "electric �eld

vector"  (Ei , j : j = 1, 2, . . . , q)  with  q  components and we have a "magnetic

�eld tensor"  (Bij : i, j = 1, 2, . . . , q)  with  q(q − 1) /2  independent components.

This magnetic �eld tensor cannot be replace in general by a magnetic �eld

vector since  q(q − 1) /2  equals q only when  q = 3. The  n-dimensional

generalization of the four dimensional Maxwell equation 

divB = 0

is given by 

Bij , k + Bjk , i + Bki , j = 0, i, j, k = 1, 2, . . . , q

However in the  n-dimensional situation, we have another set of

homogeneous Maxwell equations when p > 1 which has no analogy in four

dimensional physics, namely 

Hij , k + Hjk , i + Hki , j = 0, i, j, k = 1, 2, . . . , p

and 

∂kHij + ∂iEjk− p − ∂jEik− p = 0, i, j = 1, 2, . . . , p, k = p + 1, . . . , n

or equivalently, 

∂p+ kHij + ∂iEjk − ∂jEik = 0, i, j = 1, 2, . . . , p, k = 1, 2, . . . , q

This last equation is non-void only when p > 1, ie, when there is more than

one time coordinate.

5. Maxwell’s equations in an n-dimensional maximally

symmetric space in the presence of moving charges

Maximally symmetric spaces are used frequently in cosmological models

as they correspond to homogeneous and isotropic space-time, as for

example, the Robertson-Walker metric. An n-dimensional maximally

symmetric space would be a generalization of the Robertson Walker space-

time in four dimensions and one can in principle solve for the scale factor

matrix which de�nes the expansion rate of our universe. Maxwell’s

equations in such a space-time could be solved approximately and that

would give us not only information about how the expansion of our

universe could generate inhomogeneities and anisotropicities in the cosmic

microwave background but also information about how the nature of the

expansion would be affected and how inhomogeneities and anisotropicities

in the cosmic microwave background could perturb the homogeneity and

isotropicity of our expanding universe.

Consider an  n − 1  dimensional surface in  n  dimensional Euclidean space

de�ned by the equation 

Cijx
ixj = 1

or equivalently, 

xTCx = 1

where C = ((Cij)) is a positive de�nite matrix. If we diagonalize C, then this

equation becomes the surface equation of an  n − 1  dimensional ellipsoid

immersed in n-dimensional Euclidean space. If further, after diagonalizing,

ie, rotating the frame, we also scale coordinates, then this becomes the

surface fo an n − 1 dimensional sphere in Rn. More generally, if C  is a non-

singular Hermitian matrix with  p  positive eigenvalues and  q  negative

eigenvalues, then diagonalizing C  using a rotation of space time followed

by an appropriate scaling of the coordinates, this surface assumes the form 

p

∑
i=

(xi)2 −
q

∑
i= p+1

(xi)2 = 1

or equivalently, 

xTηx = 1, η = diag[Ip, − Iq]

Since the metric xTηx is invariant under SO(p, q), it follows immediately that

this this surface is also invariant under  SO(p, q). We now introduce an

additional coordinate  z  and de�ne the following n-dimensional surface M
 immersed in Rn+1: 

xTCx + Kz2 = 1

which is an abbreviation for 

Cijx
ixj + Kz2 = 1

We wish to determine the linear transformations  T  of  (x, z) ∈ Rn+1  under

which this surface M remains invariant. Any linear transformation on Rn+1

 can be expressed as 

(x ′ , z ′ ) = T(x, z) = (Rx + bz, rTx + cz)

where 

R ∈ Rn× n, b ∈ Rn, r ∈ Rn, x ∈ R

The condition for M to be invariant under T is that 

x
′TCx ′ + K(z ′ )2 = 1

ie 

(Rx + bz)TC(Rx + bz) + K(rTx + cz)2 = 1
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whenever 

xTCx + Kz2 = 1

Comparing coef�cients, this gives the following necessary and suf�cient

conditions: 

RTCR = C, RTCb + Kcr = 0, bTCb + Kc2 = K

The number of independent equations here for  R, b, r, c  is clearly 

n(n + 1) /2 + n + 1 = (n + 1)(n + 2) /2  and hence the number of degrees of

freedom in T is (n + 1)2 − (n + 1)(n + 2) /2 = n(n + 1) /2. The metric induced on M
  from the Euclidean metric  ds2 = S2(dxTCdx + Kdz2)  on  Rn+1  is also clearly

invariant under  T. Such metric on  M  therefore is invariant under a

maximum number of  n(n + 1) /2  independent transformations on  M  or

equivalently under a set of  n(n + 1) /2  linearly independent vector �elds.

Such vector �elds that leave the metric invariant are called Killing vector

�elds. This means that the Riemannian manifold M having the metric 

ds2 = S2(dxTCdx + Kdz2) = S2(dxTCdx + (d(1 − xTCx)1 / 2)2)

induced by the above Euclidean metric on Rn+1  is a maximally symmetric

space.

Remark: More generally, if a  p-dimensional surface  M  is de�ned by the

equations 

z = f(x), z ∈ Rn− p, x ∈ Rp

then the metric on M induced by the Euclidean metric on Rn is given by 

ds2 = dzTdz + dxTdx = dxT(I + f ′ (x)Tf ′ (x))dx

Then, if T is transformation on Rn that leaves M invariant in the sense that

if  (x ′ , z ′ ) = T(x, z), then  z ′ = f(x ′ )  whenever  z = f(x), then the induced

transformation on M will leave this induced metric invariant provided that 

T  on Rn  leaves invariant the Euclidean metric  dxTdx + dzTdz  on Rn. This is

because, 

(dz ′ )Tdz ′ + (dx ′ )Tdx ′ = (dx ′ )T(I + f ′ (x ′ )Tf ′ (x ′ ))dx ′

More generally, if the diffeomorphism T on Rn  leaves invariant the metric 

dyTA(y)dy where y = (x, z)  in the sense that T ′ (y)TA(T(y))T ′ (y) = A(y)∀y ∈ Rn  in

addition to leaving the  p-dimensional surface M : z = f(x)  invariant, then T,

when restricted to M will leave the induced metric on M invariant. Note that

the induced metric on M is given by 

(dxT, df(x)T)A(x, f(x))
dx
df(x)

= dxTB(x)dx

where 

B(x) = (Ip, f
′ (x)T)A(x, f(x))

Ip

f ′ (x)

where f ′ (x) is the n − p × p Jacobian matrix of x → f(x) from Rp into Rn− p.

The maximally symmetric space  M  can be used to de�ne a comoving

metric on an n + 1 dimensional manifold with coordinates (t, x) as: 

dτ2 = dt2 − dl2

where 

dl2 = Kdz2 + dxTCdx, z = K −1 / 2(1 − xTCx)1 / 2

by making C = C(t), K = K(t) be functions of coordinate time t. Denoting this

metric by gij(t, x), i, j = 0, 1, . . . , n, x0 = t, we can then introduce the comoving

energy-momentum tensor 

Tij = (ρ(t) + p(t))vivj − p(t)gij, v0 = 1, vi = 0, i = 1, 2, . . . , n

and set up the n + 1-dimensional Einstein �eld equations 

Rij = k(Tij − Tgij /2), i, j = 0, 1, . . . , n, k = − 8πG

This will give us the n+1-dimensional cosmological dynamics for a given K
  that can be solved for  C(t), K(t), ρ(t), p(t)  in a consistent way given an

equation of state  p(t) = f(ρ(t)). The total number of independent Einstein

�eld equations are one for  R00  plus  n + n(n − 1) /2 = n(n + 1) /2  for 

Rij, 1 ≤ i ≤ j ≤ n  giving in all  n(n + 1) /2 + 1  equations for the symmetric

matrix C(t)  totally  n(n + 1) /2  variables in number plus K(t)  one in number.

There is an additional variable  ρ(t)  to be solved for and that can be

determined from the vanishing of the covariant derivative of the energy

momentum tensor leading to the matter conservation equation. Indeed, the

matter conservation equation 

Tij: j = 0

gives 

((ρ + p)vivj) : j − p , i = 0

or 

((ρ + p)vj) : jv
i + (ρ + p)vjvi: j − p , i = 0

Contracting with vi gives 

((ρ + p)vj) : j − vjp , j = 0

or equivalently since  vj = 0, j = 1, 2, . . . , n, v0 = 0, we get the following

equation of continuity: 

((ρ + p)√−g) , 0 − p , 0 = 0

or 

(ρ + p)√−g − p = c0(x)

a function of only the n spatial variables x. Now, the space-time metric is 

dτ2 = dt2 − dxTdx − d(K(t) −1 / 2(1 − xTC(t)x)1 / 2)

g(t, x) = det(gij(t, x))) can be computed in principle from this equation and can

be matched to 

g(t, x) = − [(c0(x) + p(t)) / (ρ(t) + p(t))]2

to get an additional equation relating C(t), K(t) to ρ(t). Recall that p(t) = f(ρ(t))
 is the assumed equation of state. Further, substituting the above equation

of continuity into the momentum equation, namely conservation of matter,

we get 

(ρ(t) + p(t))vjvi: j − p , i + vivjp , j = 0

Using the comoving condition, this simpli�es to 

(ρ(t) + p(t))Γi00 − p , i + p , 0δ
i
0 = 0

This is an additional �uid dynamical equation. We next look at Maxwell’s

equations in such a maximally symmetric space taking into account an

interaction with the current �eld coming from the motion of  N  charged

particles in curved space-time. First assume that there is a classical current

density Jμ. The action functional for the (n+1)-dimensional Maxwell �eld as

well as the motion of the particles in the background maximally symmetric

space is derived from the action 

S[A] = ∫ [( − 1/4)FijFij√−g − JiAi√−g]dn+1x −
N

∑
k=1

mk∫dτk

where 

dτk = (gij(xk)dx
i
kdx

j
k)
1 / 2

We are assuming that the current Ji is produced by the motion of N charged

particles with charges e1, . . . , eN: 

Ji(t, x) =
N

∑
k=1

eku
i
k(t)δ

n(x − xk(t))( − g(t, x)) −1 / 2 − − − (1)

( )

( )
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where 

vik(t) = dxik(t) /dτk =
dxik(t)

dt
(
dτk
dt

) −1, i = 0, 1, . . . , n,

uik(t) = dxik(t) /dt = vik(t). dτk /dt

and  xk  is the  n + 1  dimensional position vector of the  kth  charged particle.

Note that 

dτk /dt = (g00(xk) + 2∑
m≥1

g0m(xk)dx
m
k /dt + ∑

s ,m≥1
gsm(xk)(dx

s
k /dt)(dx

m
k /dt))

1 / 2

Note that u0k = 1  since  x0k = t. Carrying out the variation w.r.t the  xik, we get

the n-dimensional geodesic equations 

d2xik

dτ2k
+ Γirs(xk)

dxrk
dτk

.
dxsk
dτk

= ekF
ij(xk)

dxjk
dτk

− − − (2)

and on carrying out the variation w.r.t the �elds  Ai  we get the Maxwell

equations with the discrete current source: 

(Fij√−g) , j = − √−gJi − − (3)

The equations (1),(2),(3) must be jointly solved to obtain the particle

trajectories  xik(t), i = 1, 2, . . . , d, k = 1, 2, . . . , N  and the electromagnetic �elds 

Fij(x). Such a solution, could, for example be obtained by starting with the

trajectory x (m ) i
k (t) for the situation when no charges are present, ie, x ( 0 ) ik   is

the solution to the geodesic equation and then expanding the solution in

the case when charges are present as a perturbation series in powers of δ
 where ek is replaced by δ. ek, showing that the charges are small: 

xik(t) + ∑
m≥0

δm. x (m ) i
k

and likewise, 

Fij(x) = ∑
m≥0

δmF (m )
ij (x)

The equations for the charged particle trajectories upto O(δ)  for example,

are 

xik = x ( 0 ) ik + δ. x ( 1 ) ik + O(δ2),

d2x ( 0 ) ik

dτ2k
+ Γirs(x

( 0 )
k )

dx ( 0 ) rk

dτk
.
dx ( 0 ) sk

dτk
= 0,

d2x ( 1 ) ik

dτ2k
+ Γirs , p(x

( 0 )
k )

dx ( 0 ) rk

dτk
.
dx ( 0 ) sk

dτk
x ( 1 ) pk

+2Γirs(x
( 0 )
k )

dx ( 0 ) rk

dτk
.
dx ( 1 ) sk

dτk
= 0

= ekF
ij(x ( 0 )k )

dx ( 0 ) jk

dτk

Note that these are linear differential equations for x ( 1 ) ik (t) given that x ( 0 ) ik (t)

 has been solved for. Likewise, for the electromagnetic �eld: 

Fij = F ( 0 )
ij + δ. F ( 1 )

ij + O(δ2)

where  F ( 0 )
ij   is the electromagnetic �eld in the absence of charges, for

example, the cosmic microwave background radiation and  δ. F ( 1 )
ij   is the

small perturbation to this background �eld caused by the presence of

charges executing motion: These �elds satisfy 

(F ( 0 ) ij√−g) , j = 0,

(F ( 1 ) ij√−g(x)) , j = − √−g(x). ∑
k
ekδ

n(x − x ( 0 )k )dx ( 0 ) ik (t) /dt

Here, we are assuming that the maximally symmetric metric is �xed and is

not affected by the electromagnetic �elds generated by the charges.

Specializing to the maximally symmetric case, we have 

dτ2 = dt2 − S2(dxTCdx + (d√1 − xTCx)2)

dt2 − S2(dxTCdx + (xTCdx)2 /1 − xTCx))

= dt2 − S2dxT[C + CxxTC / (1 − xTCx)]dx

De�ne 

r2 = xTCx, n̂ = x /r

so 

dr = xTCdx /r, n̂TCn̂ = 1, n̂TCdn̂ = 0

and 

dxTCxxTCdx / (1 − xTCx) = r2dr2 / (1 − r2)

and 

dx = dr. n̂ + rdn̂

so 

dxTCdx = (dr)2 + r2dn̂TCdn̂

and the metric can be expressed as 

dτ2 = dt2 − S2dr2 − S2r2dn̂TC(t)dn̂ − S2r2dr2 / (1 − r2)

= dt2 − S2dr2 / (1 − r2) − S2(t)r2dn̂TC(t)dn̂

This is a spherical maximal symmetric space. Here, we are assuming that 

K > 0. If K < 0, then we would get a hyperbolic maximally symmetric space

obtained with the factor  1/ (1 − r2)  replaced by  1/ (1 + r2)  while if K = 0, we

would get a �at maximally symmetric space with the factor 1/ (1 − r2) being

replaced by 1. It is convenient to absorb the factor S2(t) into C(t) and express

the above metric as 

dτ2 = dt2 − S2(t)dr2 / (1 − r2) − r2dn̂TC(t)dn̂

This metric is the n + 1-dimensional generalization of the four dimensional

Robertson-Walker metric. We indicate a method by which we can formulate

Maxwell’s equations in such a space-time. The number of independent

components in n̂ is n − 1 owing to the constraint 

n̂TC(t)n̂ = 1

6. Green’s functions for the wave operator in (p,q)-dimensions

We now take a look at the generalization of the retarded Green’s function

for the wave operator in four dimensional space time, ie, in R1 , 3  to the n-

dimensional case, ie, in Rp , q. In order to motivate this discussion, we �rst

observe that in �at  (p, q)  dimensional space-time, the Maxwell action

interacting with a n-dimensional current density Ji is given by 

(1 /4)∫FijFijd
nx − ∫JiAid

nx, Fij = Aj , i − Ai , j

and carrying the variation w.r.t the Ai gives 

Fij
, j = Ji

Taking into account the generalized (p, q)-Lorentz gauge condition 

Ai
, i = 0

gives us the (p,q)-dimensional wave equation with source: 

◻Ai(x) = ∂j∂jA
i(x) = ηkj∂k∂jA

i = − Ji(x)

To solve this, we for an arbitrary source, we must �rst solve for the Green’s

function in (p,q)-dimensional space-time: 
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◻G(x) = δn(x)

On taking (p,q)-dimensional Fourier transforms, this gives 

G(x) = − (2π) − n∫exp(ik. x)dnk /k2 − − − (3)

where 

k. x = kix
i = ηijk

ixj =
p

∑
i=1

kixi −
n

∑
i= p+1

kixi

and 

k2 = ηijk
ikj = kiki =

p

∑
i=1

(ki)2 −
n

∑
i= p+1

(ki)2

Evaluating the  n-dimensional integral in (3) is not easy. Let  dΩp(k̂(1 : p))
  denote the solid angle measure in  p-dimensional Euclidean space and

likewise  dΩq(k̂(p + 1: n)). We write  cos(θ(k̂(1 : p), x̂(1 : p)))  for the cosine of the

angle between the p-unit vectors k̂(1 : p), and x̂(1 : p) and likewise for q. Then,

we can write 

G(x) = − (2π) − n∫ [exp(i | k(1 : p) | | x(1 : p) | cos(θ(k̂(1 : p), x̂(1 : p)))

− i | k(p + 1: n) | | x(p + 1: n) | cos(θ(k̂(p + 1: n), x̂(p + 1: n))))].

× [ | k(1 : p) | 2 − | k(p + 1: n) | 2] −1 | k(1 : p) | p | k(p + 1: n) | qdΩp(k̂(1 : p)). d | k(1 : p) | d | k(p + 1: n) | dΩq(k̂(p + 1: n))

Writing for instance 

∫exp(i | k(1 : p) | | x(1 : p) | cos(θ(k̂(1 : p), x̂(1 : p))))dΩp(k̂(1 : p))

= Fp( | k(1 : p) | | x(1 : p) | )

(Note that this integral is independent of x̂(1 : p)), we get 

G(x) = − (2π) − n∫
Fp( | k(1 : p) | | x(1 : p) | )Fq( | k(p + 1: n) | | x(p + 1: n) | )

| k(1 : p) | 2 − | k(p + 1: n) | 2
d | k(1 : p) | . d | k(p + 1: n) |

In the special case when p = 1, q = n − 1, ie, the situation of n-dimensional

Maxwell equations with one time coordinate  x0  and  n − 1  spatial

coordinates x1, . . . , xn−1, we have 

(∂20 −
n−1

∑
i=1

∂2i )G(x) = δn(x)

which gives on taking the n − 1 spatial Fourier transform, 

(∂20 + k2)G(x0, k) = δ(x0)

Laplace transforming w.r.t x0, we get 

(s2 + k2)G(s, k) = 1

so that 

G(x0, k) = k −1sin(kx0)θ(x0), k = (
n−1

∑
i=1

(ki)2)1 / 2

Taking the  n − 1-dimensional inverse spatial Fourier transform w.r.t 

(ki : i = 1, 2, . . . , n − 1) then gives with t = x0, 

G(x) = G(x0, x1, . . . , xn−1) = (2π) − n+1∫
sinkt)
k

exp(ikr. cos(θ))kn−2dk. dΩn−2(θ))

where  dΩn−2(θ)  is the solid angle measure as a function of the elevation

angle measured w.r.t the pole direction (xi : i = 1, 2, . . . , n − 1) and 

r =
n−1

∑
i=1

(xi)2

De�ning 

In−2(r) = (2π) − n+1∫exp(ir. cos(θ))dΩn−2(θ),

we get 

G(x) = ∫∞0 kn−3sin(kt)In−2(kr)dk, t = x0

Expanding 

In−2(r) = ∑
m≥0

c(m | n − 2)rm

where 

c(m | n − 2) = (2π) − n+1(im /m !)∫ (cos(θ))mdΩn−2(θ),

gives us 

G(x) = ∑
m≥0

c(m | n − 2)rm∫∞0 km+ n−3. sin(kt)dk

Observe that for m odd, km. sin(kt) is even in k and hence 

∫∞0 km. sin(kt)dk = (1/2)∫∞−∞km. sin(kt)dk

= (1/2)Im∫Rkmexp(ikt)dk

= π. Im(( − i)mδ (m ) (t)) = − π. sin(mπ /2)δ (m ) (t)

For m even, 

∫∞0 km. sin(kt)dk = Im∫∞0 km. exp(ikt)dk

=
dm

dtm
Im[( − i)m∫∞0 exp(ikt)dk]

= ( − 1)m / 2 d
m

dtm
Im[(2π)( − 1/ it + π. δ(t))]

= ( − 1)m / 2(2π)
dm

dtm
(1 / t) = (2π)( − 1)m / 2( − 1)m. m !. t −m−1

= (2π)( − 1)m / 2m ! / tm+1

This �nally gives us the following expansion of the Green’s function: 

G(x) = ∫∞0 kn−3sin(kt)In−2(kr)dk =

= ∑
m≥0

c(m | n − 2)rm∫∞0 km+ n−3sin(kt)dk

= − π ∑
m≥0 ,m+ neven

c(m | n − 2)rm. sin((m + n − 3)π /2)δ (m+ n−3 ) (t)

+2π. ∑
m≥0 ,m+ nodd

c(m | n − 2)rm( − 1) (m+ n−3 ) / 2(m + n − 3)! / tm+ n−2

7. Radiation by accelerating charges in  (1, n − 1)  dimensional

space-time

Letting G(x) denote the Green’s function, we can write down the solution to

Maxwell equations with source after adopting the Lorentz gauge: 

Ai(x) = ∫G(x − x)Ji(x
′ )dnx ′ , i = 0, 1, . . . , n − 1

The electric �eld components are 

Ei(x) = F0i = Ai , 0 − A0 , i, i = 1, 2, . . . , n − 1

and the magnetic �eld components are 

Fij, 1 ≤ i < j ≤ n − 1

Equivalently, we write 

Ai(t, r) = ∫G(t − t ′ , | r − r ′ | )Ji(t
′ , r ′ )dt ′dn−1r ′

To proceed further, we require an expression for the Poynting vector in n
 dimensions. This is obtained from the energy-momentum tensor: 

Tkj = (∂L /∂Ai , j)Ai , k − Lδkj

√
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which gives after raising the index j and adding a total divergence term to

make the energy momentum tensor symmetric, 

Tkj = (1/4)FabF
abηkj − FakFj

a

The energy �ux is given by 

Tb0 = − FabF0a = − FabFa0 = FabF0a

Note that  b  is a spatial index and the sum runs over all spatial indices  a.

This formula is the generalization of the four dimensional formula E × B
 once we note that F0a is the electric �eld and Fab is the magnetic �eld. We

must calculate the energy �ux Tb0 in the far �eld zone retaining only terms

of order  1/rn−2  so that the integral of  Tb0nb  over the  n − 2  dimensional

sphere gives a �nite nonzero quantity. This means that Ai(t, r)  and hence

the electric and magnetic �elds F0a, Fab, 1 ≤ a < b ≤ n − 1 must be evaluated

upto order 1/rn / 2 − 1. Note that for n = 4 this reduces to the standard formula

for radiation �elds, namely, that the electric and magnetic �elds in the

radiation zone must be evaluated upto O(1 /r)  so that the Poynting energy

�ux vector is evaluated upto O(1 /r2). Now recall the Green’s function for the

wave operator in (1, n − 1) dimensions: 

G(x) = ∫
∞
0 k

n−3sin(kt)In−2(kr)dk, t = x0

where 

In−2(u) = (2π) − n+1∫exp(iu. cos(θ))dΩn−2(θ)

We can write on changing the integration variable from k to u = kr, 

G(x) = r2− n∫∞0 un−3In−2(u)sin(ut /r)du

As a check, taking n = 4 gives 

I2(u) = (2π) −3∫π0exp(iu. cos(θ))2π. sin(θ)dθ

= (2π) −2.2sin(u) /u

giving 

G(x) = (1 /2π2)r −2∫
∞
0 sin(u)sin(ut /r)du,

the causal part of which is clearly a constant times δ(t /r − 1) /r2 = δ(t − r) /r as

expected. In the general case of  (1, n − 1)  dimensions, we de�ne the one

sided Fourier transform of In−2(u): 

∫
∞
0 In−2(u)exp(iuv)du = Jn−2(v)

and then get assuming n to be even, that 

∫
∞
0 u

n−3In−2(u)sin(ut)du = Im(∫
∞
0 u

n−3In−2(u)exp(iut)du)

= ∂n−3t Im(( − i)n−3Jn−2(t))

= − sin((n − 3)π /2)∂n−3t Re(Jn−2(t)) = sin((n − 1)π /2)∂n−3t Re(Jn−2(t))

Thus, for even n, the Green’s function for the (1, n − 1) manifold is given by 

G(x) = G(t, r) = C(n)r2− n. J ( n−3 )n−2 (t /r)

where 

C(n) = sin((n − 1)π /2)

Note that 

C(4m) = − 1, C(4m + 2) = 1

The vector potential is then 

Ai(t, r) = ∫G(t − t ′ , | r − r ′ | )Ji(t
′ , r ′ )dt ′dn−1r ′

and in the far �eld zone r >> r ′ , we get approximately 

Ai(t, r) = ∫G(t − t ′ , r − r̂. r ′ ))Ji(t
′ , r ′ )dn−1r ′

Note that the Fourier transform in the time domain of the exact potential is

given by 

Ai(ω, r) = ∫Ai(t, r)exp( − iωt)dt

∫G1(ω, | r − r ′ | )Ji(ω, r
′ )dn−1r ′

where 

G1(ω, r) = ∫G(t, r)exp( − iωt)dt

with 

G(t, r) = G(x) = r2− n∫
∞
0 u

n−3In−2(u)sin(ut /r)du

Clearly, 

G1(ω, r) = (i) −1πr3− n∫
∞
0 u

n−3In−2(u)(δ(rω − u) − δ(rω + u))du

Assuming ω > 0, this evaluates to 

G1(ω, r) = − iπ. r3− n(rω)n−3In−2(ωr)

= − iπ. ωn−3In−2(ωr)

8. The coupled (n+1)-dimensional Einstein Maxwell equations in

the presence of N charged particles carrying masses

Assuming that the metric has the form 

dτ2 = (1 + 2ϕ)dt2 − ((1 − 2ϕ)δrs + hrs)dx
rdxs + 2h0rdtdx

r

in analogy with small perturbations of the Schwarzchild metric in four

dimensional space-time, where hrs is two degrees smaller than ϕ and h0r is
one degree smaller than  ϕ. Speci�cally, as per the principles of

perturbation theory in general relativity, ϕ is O(1 /c2), hrs is O(1 /c4) and h0r is 

O(1 /c3). Note that the summation indices r, s run over 1, 2, . . . , n. The energy

momentum tensor of the matter �eld of the N  charged particles carrying

masses m1, . . . , mN and charges e1, . . . , eN is given by 

Tij = ∑
k
mkδ

n(x − xk)( − g(x)) −1 / 2(dxik /dτk)(dx
j
k /dt), i, j = 0, 1, . . . , n

Note that x0 = t. The energy-momentum tensor of the electromagnetic �eld

generated by the charged particles in motion is given by 

Skj = (1/4)FabF
abηkj − FakFj

a

The action functional of the gravitational �eld plus the electromagnetic

�eld plus the motion of the particles plus the interaction between the

charged particles and the electromagnetic �eld is given by 

S = C1∫R√−gdn+1x − (1/4)∫FijFij√−gdn+1x − ∫JiAi√−gdn+1x − ∑
k
∫mkdτk

where Ji is the n-current produced by the charged particles and is given by 

Ji(x) = ∑
k
ekδ

n(x − xk)( − g(x)) −1 / 2dxik /dt

The curvature scalar R  is calculated from the above metric and from the

above action, we derive the Einstein-Maxwell equations as well as the

geodesic equations for the particles in the electromagnetic �eld generated

by the charged particles themselves (note that the geodesic part of the

dynamical equations of motion of the particles correspond to motion under

the gravitational �eld produced by the particles themselves, thus motion of

the charged particles is under the mutually generated gravitational and

electromagnetic �elds, or putting it in another way, the motion of each

particle takes place in the gravitational and electromagnetic �elds

produced by the other particles. Variation of the total action w.r.t the metric

gives 

Rij − (1/2)Rgij = K(Tij + Sij),

Variation of the total action w.r.t the electromagnetic n-potential gives 
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(Fij√−g) , j = − Ji√−g = − ∑
k
ekδ

n(x − xk)dx
i
k /dt

Variation of the total action w.r.t the xik gives the equation of motion of the

particles: 

d2xik /dτ
2
k + Γ

i
jm(xk)(dx

j
k /dτk)(dx

m
k /dτk) = ekgjmF

ij(xk)dx
m
k /dτk

To proceed further, we must solve the Einstein �eld equations

approximately for the metric. First observe that for any particle, with  x
 denoting xk and v denoting vk, 

−dτ /dt = − (g00 + 2g0rv
r + grsv

rvs)1 / 2 =

−(1 + 2ϕ + 2h0rv
r − (1 − 2ϕ)v2 − hrsv

rvs)1 / 2

≈ − 1 − ϕ + v2 /2

upto O(1 /c2). Note that we take v  to be O(1 /c)  because, actually v  occurs in

the combination  v /c  in the metric differential. If we wish to also include 

O(1 /c4) terms, then we get 

−dτ /dt ≈ − 1 − ϕ + v2 /2 − h0rv
r + ϕ2 /2 − 2ϕv2

The energy-momentum tensor of the matter component can thus be

approximated using 

Tij = ∑
k
mkδ

n(x − xk)(dx
i
k /dt)(dx

j /dt)(dτj /dt)
−1

By expressing the Ricci tensor in terms of the functions ϕ, hrs, h0k, we can

thus in principle solve for these functions in terms of xik(t), v
i
k(t) and we can

also solve for the electromagnetic potentials Ai  in terms of xik(t), v
i
k(t) using

perturbation theory. Note that if we assume that the metric is a weak

perturbation of the �at space-time SO(1, n − 1) metric η, ie, 

ηijdx
idxj = dt2 −

n−1

∑
k=1

(dxk)2, t = x0

then we can write upto linear orders in the metric perturbations, 

gij = ηij + hij, √−g = 1 − h /2, h = hii = ηijhij, g
ij = ηij − hij, hij = ηikηjmhkm

where 

h00 = 2ϕ, grs = − 2ϕ. δrs − hrs, 1 ≤ r, s ≤ n, g0r = h0r, 1 ≤ r ≤ n

Then upto linear orders in the metric perturbations, 

Fij√−g = giagjb√−gFab = (ηia − hia)(ηjb − hjb)(1 + h /2)Fab

= ηiaηjbFab + fijabFab

where fijab is a linear function of the metric perturbations: 

fijab = − ηiahjb − ηjbhia + ηiaηjbh /2

The n+1-dimensional Maxwell equations in curved space-time in the

presence of point charges can then be expressed upto linear terms in the

metric perturbations as 

ηiaηjbFab , j + (fijabFab) , j = − ∑
k
ekδ

n(x − xk(t))dx
i
k(t) /dt − − − (a)

To proceed further, we assume the the gauge condition (ie, the  n + 1-

dimensional Lorentz gauge condition in curved space-time) 

(Ai√−g) , i = 0

which upto linear terms in the metric perturbation reads 

((ηij − hij)(1 + h /2)Aj) , i = 0

or equivalently, 

ηijAj , i = (kijAj) , i

where kij is also a linear function of the metric perturbations: 

kij = hij − ηijh /2

Taking this gauge condition into account, Maxwell’s equations (a) become 

−ηiaηjbAa , jb + ηia(kjbAb) , ja + (fijabFab) , j = − ∑
k
ekδ

n(x − xk(t))dx
i
k(t) /dt

or equivalently, 

◻Aa = (kjbAb) , ja + ηai(fijcbFcb) , j + ∑
k
ekδ

n(x − xk(t))ηaidx
i
k(t) /dt,◻ = ηij∂i∂j

Assume that A0a  is a free wave in �at (1, n) space-time. It satis�es the wave

equation 

◻A0a = 0

The perturbation to this electromagnetic wave caused by moving charges

and gravitational effects is then obtained by applying the Green’s function

for (1, n) space time to the above equation: 

δAa(x) = ∫G(x − x ′ )[(kjbA
0
b) , ja(x

′ ) + ηai(fijcbF
0
cb) , j(x

′ ) + ∑
k
ekδ

n(x ′ − xk(t
′ ))ηaidx

i
k(t

′ ) /dt

Note that this formula is also applicable to  (p, q)-space time provided that

we use the formula for the  (p, q)-Green’s function derived above. This

evaluates to 

δAa(x) = ∫G(x − x ′ )[(kjbA
0
b) , ja(x

′ ) + ηai(fijcbF
0
cb) , j(x

′ )dn+1x ′

+∑
k
ek∫G(t − t ′ , r − xk(t

′ )))ηaidx
i
k(t

′ )

Sometimes, especially when there is no external plane wave, and we are

interested in calculating the motion of the charges in the mutual

gravitational and electromagnetic �eld produced by themselves, it is more

accurate to consider the unperturbed electromagnetic �eld to be that

produced by the charges in motion: 

A0a = ∑
k
ek∫G(t − t ′ , r − xk(t

′ )))ηaidx
i
k(t

′ )

The perturbation to this �eld caused by gravitational effects is then 

δAa(x) = ∫G(x − x ′ )[(kjbA
0
b) , ja(x

′ ) + ηai(fijcbF
0
cb) , j(x

′ )dn+1x ′

A remark: Suppose we have an initial metric of  (p, q)-dimensional space-

time like the maximally symmetric metric described earlier or the metric

discussed here, obtained by approximately solving the Einstein �eld

equations for a system of gravitating particles moving under their

gravitational interaction. We denote this metric by  g ( 0 )μν (x). We wish to

calculate the change in the metric caused by the electromagnetic �elds

generated by these gravitating particles when they carry charge.

Linearizing the Einstein tensor around the back-ground g ( 0 )μν (x), with hμν(x)

 denoting the small perturbation in the metric, the Einstein �eld equations

read 

Lx(hμν(x)) = K. Sμν(x)

where  Lx  is a second order linear partial differential operator with

coef�cients determined by the background metric and its space-time

partial derivatives and  Sμν(x)  is the energy-momentum tensor of the

electromagnetic �eld generated by the charges. Formally, we can invert this

equation and derive 

hμν(x) = KL −1
x (Sμν)(x)

Here, K = − 8πG /c4. Note that the background em �eld F ( 0 )
μν  satis�es 

(F ( 0 )μν(x)√−g ( 0 ) (x)) , ν = − ∑
k
ek√−g ( 0 ) (x)δn(x − x ( 0 )k )dx ( 0 )μk /dt

where x ( 0 )k  are the trajectories of the charged particles calculated using the

geodesic equations in the background metric  g ( 0 )μν . For example, if the

background metric is given by the maximally symmetric model, then F ( 0 )
μν

qeios.com doi.org/10.32388/LZ87YF.2 9

https://www.qeios.com/
https://doi.org/10.32388/LZ87YF.2


 represents the anisotropic and inhomogeneous part of the electromagnetic

radiation �eld with the homogeneous and isotropic part being described by

the pressure p(t) via the energy-momentum tensor of matter and radiation

in the comoving model. hμν(x) would then give us the inhomogeneous and

anisotropic perturbations to the metric of the cosmological model

produced by moving charges. In case we are able to postulate a probability

distribution for the initial positions and velocities of the charges, then the

geodesic equations with electromagnetic interactions discussed earlier

would give us corrections to the comoving positions and velocities 

x ( 0 )μk , dx ( 0 )μk /dt  in terms of their initial values and hence the statistics of

these perturbed trajectories could be calculated. We would then replace the

comoving values  x ( 0k   and  dx ( 0 )k /dt  by their perturbed versions which are

now stochastic processes in the above Maxwell equations and hence we

could calculate the statistical correlations of the electromagnetic �eld 

F ( 0 )
μν (x)  and hence the linearized Einstein �eld equations for the metric

perturbations  hμν(x)  would yield the metric correlations. By studying the

structure of these statistical correlations, we can predict the statistical

effects of radiation on the expansion of our universe including on the

formation and evolution of galaxies.

Appendix A.1

Some further remarks on the (p, q)-wave equation: The Green’s function for

the (p, q) wave operator with p + q = n is 

(
p

∑
i=1

∂2i −
n

∑
i= p+1

∂2i )G(x) = δn(x)

and by Fourier transforming, we get 

G(x) = (2π) − n∫exp(ik1. x1 − k2. x2))d
pk1. d

qk2 / (k
2
1 − k22)

where 

x1 = (x1, . . . , xp), x2 = (xp+1, . . . , xn), k1. x1 =
p

∑
i=1

kixi, k2. x2 =
n

∑
i= p+1

kixi

where 

k1 = (k1, . . . , kp), k2 = (kp+1, . . . , kn), k21 =
p

∑
i=1

(ki)2, k22 =
n

∑
i= p+1

(ki)2

This integral can be expressed as 

G(x) = G(r1, r2) =

(2π) − n∫k1 , k2>0exp(ik1r1cos(θ1) − ik2r2cos(θ2))k
p−1
1 kq−12 dΩp−1(θ1)dΩq−1(θ2)dk1dk2 / (k

2
1 − k22)

where 

r1 =
p

∑
i=1

(xi)2, r2 =
n

∑
i= p+1

(xi)2

De�ning 

Fp(u) = (2π) − p∫exp(iu. cos(θ))dΩp(θ), u ∈ R

(Note that Fp( − u) = Fp(u)), we can write 

G(x) = G(r1, r2) = ∫k1 , k2>0Fp(k1r1)Fq(k2r2)k
p−1
1 kq−12 dk1dk2 / (k

2
1 − k22)

= r − p1 r − q2 ∫u1 , u2>0u
p−1
1 uq−12 Fp(u1)Fq(u2)du1du2 / ((u1 /r1)

2 − (u2 /r2)
2)

= (1 /4)r − p1 r − q2 ∫
up−11 uq−12 Fp(u1)Fq(u2)

(u1 /r1)
2 − (u2 /r2)

2 du1du2

One of the solutions is obtained by replacing the denominator in the

integrand by 

(u1 /r1)
2 − (u2 /r2)

2 − iϵ, ϵ → 0 +

so that the integral w.r.t  u1  has a pole in the upper half  u1-plane at 

(r1u2 /r2) + iϵ  and another in the lower half  u1-plane at  −(r1u2 /r2)
2 − iϵ.

Closing the contour in the upper half u1 plane by a large semicircle (this is

justi�ed when r1 > 0 (ie the (p, q)-dimensional generalization of the causal

condition on the Green’s function), we get from the Cauchy residue

theorem that 

G(x) = G(r1, r2) = (iπ /4)r1− p1 r1− q2 ∫R(r1u2 /r2)p−1uq−12 Fp(r1u2 /r2)Fq(u2)du2 /u2

= (iπ /4)r2− p− q2 ∫Rup+ q−22 Fp(r1u2 /r2)Fq(u2)du2 /u2

For example, in the standard  (1, 3)-dimensional case, we have  p = 1, q = 3
 and F1(u) is proportional to exp(iu) while F3(u) is proportional to sin(u) /u so 

F1(r1u2 /r2)F3(u2)  is proportional to  exp( − iu2(1 − r1 /r2)) /u2  and hence 

up+ q−22 F1(r1u2 /r2)F3(u2) /u2  is proportional to  exp( − iu2(1 − r1 /r2))  which

integrates w.r.t  u2  to give  δ(1 − r1 /r2) = r2δ(r1 − r2)  and hence  G(r1, r2)

  becomes proportional to  r −22 r2δ(r1 − r2) = δ(r1 − r2) /r2  and recalling that 

r1 = t, r2 = r, this becomes the standard four dimensional retarded Green’s

function formula δ(t − r) /r of the four dimensional theory.

A remark: It should be noted that we are justi�ed closing the contour for

the integral w.r.t. u1 by a semicircle of in�nite radius in the upper half plane

only under the condition that r1. cos(θ1) > 0. In the special case when p = 1,

ie, there is only one time dimension, this condition reduces to r1 > 0. In the

general case when  p ≥ 2, assuming  r1 > 0, we have to express the integral

w.r.t θ1  as a sum of two parts, one in which cos(θ1) > 0, ie, 0 < θ1 < π /2  and

two in which cos(θ1) < 0 ie, π /2 < θ1 < π. In the �rst part, the contour w.r.t u1
  is to be closed in the upper half plane by a large semicircle and in the

second part, it is to be closed in the lower half plane by a large semicircle

and the residue theorem be used accordingly.

Appendix A.2

1.The Maxwell-Dirac equations in  (p, q)-dimensional �at space-

time

Let  η  denote the (p,q)-metric:  η = diag[Ip, Iq]. Consider Dirac matrices 

γk, k = 1, 2, . . . , n so that 

γkγm + γmγk = 2ηkmI

Dirac’s wave equation is 

(iγk∂k − m)ψ(x) = 0, x ∈ Rn

where summation over the repeated index k is implies. This implies 

(iγk∂k + m)(iγm∂m − m)ψ(x) = 0

or equivalently the (p,q)-dimensional Klein-Gordon equation 

(ηkm∂k∂m + m2)ψ(x) = 0

ie 

(◻ + m2)ψ = 0,◻ =
p

∑
k=1

∂2k −
n

∑
k= p+1

∂2k

This equation corresponds to the (p,q)-dimensional relativistic energy-

momentum relation: 

p

∑
k=1

P2k =
n

∑
k= p+1

P2k + m2

Consider now the Lie algebra  so(p, q)  of SO(p, q). Any element X  in this Lie

algebra satis�es 

XTη + ηX = 0

or equivalently, without implying summation, 

Xjiηjj + ηiiXij = 0

√ √
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This means that 

Xji + Xij = 0, 1 ≤ i, j ≤ p, p + 1 ≤ i, j ≤ n,

Xji − Xij = 0, 1 ≤ i ≤ p, p + 1 ≤ j ≤ n,

Xji − Xij = 0, p + 1 ≤ i ≤ n, 1 ≤ j ≤ p

A basis for  so(p, q)  is therefore given by the set of  n × n  matrices 

Eij − Eji. 1 ≤ i, j ≤ p, p + 1 ≤ i, j ≤ n  and  Eij + Eji, 1 ≤ i ≤ p, p + 1 ≤ j ≤ n. Using the

commutation relations for these matrices, it is easily seen that 

[γi, γj] /4, 1 ≤ i < j ≤ n  form a basis for a representation of so(p, q). In fact, we

can express the above basis for so(p, q) as the set of all matrices Jij where 

(Jij)
k
m = δkiηjm − δkjηim

A quick check that these are indeed matrices in  so(p, q)  follows from the

readily veri�able identity 

Jkmηkl + ηmkJ
k
l = 0,

for J = Jij. We next verify the commutation relations 

[Jij, Jkl] = ηjkJil + ηilJjk − ηikJjl − ηjlJik

and complete the story by using the anticommutation relations of the Dirac

matrices to show that Sij = [γi, γj] /4 satisfy the same commutation relations: 

[Sij, Skl] = ηjkSil + ηilSjk − ηikSjl − ηklSik

This representation of so(p, q) is called the spinor representation. Note that

we are assuming n = p + q to be even. It then follows that since γn+1 = γ1. . . γn
 anticommutes with all the γ ′j s, that γn+1 commutes with all the S ′ijs and in

fact upto linear combinations,  1  and  γn+1  are the only matrices that

commute with all the S ′ijs. Thus, the centre of the spinor representation has

dimension two and therefore the spinor representation decomposes into

the direct sum of two irreducible representations.

2. Dirac’s equation in (p, q) dimensional curved space-time taking

into account interaction with the electromagnetic �eld

Dirac’s equation in curved space time [2,8] is

[eμaγ
a(i∂μ + iΓμ + eAμ) − m]ψ = 0

where Γμ is the SO(p,q) spinor connection of the gravitational �eld and eμa is

the tetrad of the metric gμν: 

gμν = ηabeμae
ν
a

with η = diag[Ip, − Iq]  being the �at space-time metric in  (p, q)-space time.

The spinor connection can be derived from the assumption that the

covariant derivative of the tetrad eaμ must vanish: 

0 = eaμ , nu − Γ
ρ
μνe

a
ρ + ωab

ν ebμ = 0, Γμ = ωab
μ [γa, γb] /4, γa = ηabγ

b

Inverting this equation gives us the spinor connection as 

ωab
ν = − ebμ(eaμ , ν − Γ

ρ
μνe

a
ρ) = − ebμeaμ : ν

Note that a, b  are generalized Lorentz indices, ie,  (p, q)-space-time indices

while  μ, ν  are curved space-time indices. It is easily seen that this Dirac

equation is invariant under both local  SO(p, q)  (generalized Lorentz)

transformations as well as under (p,q)-space-time diffeomorphisms. Note

that if Λ(x) is an element of the group SO(p, q) that is a function of the (p, q)-
space time coordinates and if U is the spinor representation of SO(p, q), then 

U(Λ(x))γaU(Λ(x)) −1 = Λa
b(x)γ

b

Λ(x)  is called a local  SO(p, q)  transformation or a local generalized (p,q)

Lorentz transformation, local because it is a function of the space-time

coordinates. Under such a local  SO(p, q)  transformation, we have that the

tetrad undergoes the transformation 

eaμ(x) → Λa
b(x)e

b
μ(x)

and the wave function transforms as 

ψ(x) → U(Λ(x))ψ(x)

From these facts, it easily follows that the spinor connection of the

gravitational �eld transforms under a local SO(p,q) transformation as 

Γμ(x) → U(Λ(x))Γμ(x)U(Λ(x))
−1 − (∂μU(Λ(x))). U(Λ(x))

−1

and that the Dirac equation remains invariant. In order to prove the above

law of transformation of the spinor connection, we must consider an

inifnitesimal SO(p, q) transformation: 

Λ(x) = I + δ. θ(x)

where θ(x) = ((θab(x))) is an element of the Lie algebra so(p, q), ie 

θab(x)ηac + ηbaθ
a
c(x) = 0

which is the same as 

θcb(x) + θbc(x) = 0

where the local SO(p,q) indices a, b, c are raised and lowered using the �at

(p,q)-metric η. δ  is an in�nitesimal real number. It is instructive to derive

the curved space-time Klein-Gordon equation for a charged particle in

(p,q)-dimensional space-time from the Dirac equation by expanding 

[γμ(x)(i∂μ + iΓμ(x) + eAμ(x)) + m]. [γμ(x)(i∂μ + iΓμ(x) + eAμ(x)) − m]ψ(x) = 0

where 

γμ(x) = eμa(x)γ
a

are Local Dirac matrices satisfying the anticommutation relations 

γμ(x)γν(x) + γν(x)γμ(x) = 2gμν(x)I

in view of the anticommutation relations satis�ed by the �at space-time

Dirac matrices 

γaγb + γbγa = 2ηabI

and the tetrad property: 

ηabe
μ
a(x)e

ν
b(x) = gμν(x)

This Klein-Gordon equation can equivalently be expressed as 

[[γμ(x)(i∂μ + iΓμ(x) + eAμ(x))]
2 − m2]ψ(x) = 0

and the above squared operator can be expressed in terms of the Riemann

curvature tensor of the metric  gμν(x). It is known in the literature as

Lichnerowicz formula for the square of the Dirac operator. This formula has

been obtained in the more general case when Aμ  is a non-Abelian Yang-

Mills potential. By assuming the metric to be a weak perturbation of (p,q)-

dimensional �at space-time, we can solve for the wave function

approximately using perturbation theory with our formula for the (p,q)-

dimensional �at space-time Green’s function. We do not discuss the details

of this procedure here as although the computations are tedious, they are

straightforward.

Appendix A.3

Here we brie�y survey one important group representation theoretic

algorithm in statistical image processing.

The Wiener �lter on a homogeneous space

Let  M  be a differentiable manifold on which a group  G  acts transitively.

Assume that M is endowed with a measure μ that is invariant under G. Let h

 be a Hilbert space and consider the Hilbert space H = L2(M, h, μ) consisting

of all measurable functions f :M → h for which ∫ ∥ f(x) ∥2dμ(x) < ∞. G acts on 

H according to the unitary representation U de�ned by 
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(U(g)f)(x) = V(g)f(g −1x), f ∈ H, g ∈ G, x ∈M

where V  is a unitary representation of G  in  h. Suppose that we are able to

decompose U into irreducibles, ie, 

H = ⨁
n≥1

mn

⨁
k=1

Hn , k

with Hn , k, k = 1, 2, . . . , mn being identical copies of each other and Hn , k is a U
-invariant subspace such that the restriction of U  to Hn , k  is an irreducible

unitary representation πn of G. Thus πn appears with a multiplicity of mn in

the decomposition of U into irreducibles. We write this as 

U = ⨁
n≥1

mnπn

Now let 

Bn , k = { | enkj >: j = 1, 2, . . . , dn}

be an orthonormal basis for Hn , k so that 

[U(g) |
Hn , k

]Bn , k
= πn(g), g ∈ G

Then de�ne the operators 

Pn , k , k ′ =

dn

∑
j=1

| en , k , j >< en , k ′ , j |

This operator maps Hn , k ′  onto Hn , k in a one-one way. In terms of kernels,, 

Pn , k , k ′(x, y) =

dn

∑
j=1

en , k , j(x)ēn , k ′ , j(y)

It is easy to verify from orthogonality of the subspaces 

Hn , k, k = 1, . . . , mn, n = 1, 2, . . .  that 

Pn , k , k ′Pm , l , l ′ = δnmδk ′ lPn , k , l ′

or equivalently, in terms of kernels, 

∫Pn , k , k ′(x, y). Pm , l , l ′(y, z)dy = δnmδk ′ lPn , k , l ′(x, z)

Note that Pn , k , k  is the orthogonal projection of H onto Hn , k. Consider now

two random image �elds f1, f2 :M → h with correlations 

E(fi(x)fj(y)
∗ ) = Rij(x, y), i, j = 1, 2

Assume G-invariance of these correlations: 

V(g)Rij(g
−1x, g −1y)V(g)∗ = Rij(x, y), g ∈ G, x, y ∈M

This is the same as saying that 

E((U(g)fi)(x). (U(g)fj)(y)
∗ ) = E(fi(x)fj(y)

∗ )

The best linear estimate of f1 based on f2 is then 

f̂1(x) = ∫K(x, y)f2(y)dy

where by the orthogonality principle, the �lter  K  that minimizes 

E ∥ f1(x) − f̂1(x)∥
2satis�es the Wiener-Hopf integral equation: 

R12(x, z) = ∫K(x, y)R22(y, z)dy

or equivalently, in operator form 

R12 = KR22

Now by G-invariance of R12, R22, the G-invariance of K immediately follows: 

V(g)K(g −1x, g −1y)V(g)∗ = K(x, y)

or equivalently, 

U(g)KU(g)∗ = K

Now if  F(x, y)  is any  L2-G-invariant function on  M ×M, ie, 

F(gx, gy) = F(x, y), g ∈ G, x, y ∈M, it can be expanded as 

F(x, y) = ∑
n , k , k ′

λF(n, k, k
′ )Pn , k , k ′(x, y)

This is because 

V(g)Pn , k , k ′(g
−1x, g −1y)V(g)∗ = ∑

j
U(g)en , k , j(x)(U(g)ēn , k ′ , j(y))

∗

= ∑
j , j ′ , j ″

[πn(g
−1]j ′ , jen , k , j ′(x)[πn(g)]j ″ , jen , k ′ , j ″(y)

∗

= ∑
j ′ , j ″

δj ′ , j ″en , k , j ′(x)en , k ′ , j ″(y)
∗

= ∑
j
en , k , j(x)en , k ′ , j(y)

∗ = Pn , k , k ′(x, y)

Equivalently, 

U(g)Pn , k , k ′U(g)
∗ = Pn , k , k ′ , k, k

′ = 1, 2, . . . , mn

Note that here we have used the fact that πn(g) ( = [U(g) |
Hn , k

]Bn , k
) is a unitary

matrix and is independent of  k = 1, 2, . . . , mn. Now to solve the above

Wiener-Hopf integral equation, in view of the  G-invariance of the

concerned functions, we can write 

K = ∑
n , k , k ′

λK(n, k, k
′ )Pn , k , k ′ ,

R12 = ∑
n , k , k ′

λ12(n, k, k
′ )Pn , k , k ′ ,

R22 = ∑
n , k , k ′

λ22(n, k, k
′ )Pn , k , k ′ ,

and then using the above identity, get 

∑ λ12(n, k, k
′ )Pn , k , k ′ = ∑ λK(n, k, k

′ )λ22(m, l, l
′ )Pn , k , k ′Pm , l , l ′

= ∑ λK(n, k, k
′ )λ12(m, l, l

′ )δnmδk ′ lPn , k , l ′

= ∑ λK(n, k, k
′ )λ22(n, k

′ , l ′ )Pn , k , l ′

so 

λ12(n, k, l
′ ) = ∑

k ′
λK(n, k, k

′ )λ22(n, k
′ , l ′ )∀n, k, l ′

or equivalently, in matrix notation, 

Λ12(n) = ΛK(n)Λ22(n) ∈ Cmn×mn

where 

Λ12(n) = ((λ12(n, k, k
′ )))1≤ k , k ′ ≤mn

etc. This gives the solution 

ΛK(n) = Λ12(n). Λ22(n)
−1

and completely solves the G-invariant Wiener �ltering problem. Note that

in the context of electromagnetic �elds,  G  is the group of  4 × 4  Lorentz

transformations on the manifold M = R4, the Hilbert space h  in which the

signals take values is the space of all 6 × 6 skew symmetric real matrices F
 with inner product induced by the Frobenius norm and the representation 

V of G is given by 

F → V(g)(F) = (g ⊗ g). F(g ⊗ g)T

There are other important statistical image processing problems whose

solutions involve use of group representaion theory, for example,

[b] The matched �ltering problem.

[c] The pattern classi�cation problem.

[d] The group transformation estimation problem.
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A nice account of these can be found in [15].

Conclusions

In this paper, we have explained how to use properties of the SO(p, q) group

to formulate Maxwell’s equations in n-dimensions with p time coordinates

and  q  space coordinates by starting with an  n = p + q  vector potential. We

derive the (p,q) dimensional wave equation for the electromagnetic

potentials and explain how to calculate the associated Green’s function in

order to solve the (p,q)-dimensional Maxwell equations in the presence of

an n-current density. We have discussed properties of this Green’s function

and also explained how to use to calculate the power radiated out into n − 1
  space when there is one time variable. We have also explained how to

derive generalizations of the homogeneous Maxwell �eld equations in (p, q)
-dimensional space-time from the potentials. We then generalize the  n-

dimensional Maxwell equations to curved space-time and arrive at the

Einstein-Maxwell equations in n-dimensional space-time. These equations

are used to describe the motion of  N  points charges carrying masses

moving under their mutual gravitational and electromagnetic interactions

in the general theory of relativity. For this formulation, we �rst write down

expressions for the energy-momentum tensor of the matter, of the

electromagnetic radiation �eld and the current density produced by  N
  discrete point masses moving in  n-dimensional space with one time

variable and then derive the Einstein-Maxwell equations from the standard

variational principle. Perturbative approaches to solving these equations

are discussed with applications to (p,q) dimensional cosmological models

based on the theory of maximally symmetric spaces. Speci�cally, we

explain how an initial random distribution of particles carrying mass and

charge can generate random electromagnetic �elds which perturb

homogeneous and isotropic cosmological models stochastically and may

help in explaining the formation of galaxies as inhomogeneities and

anisotropicities in the metric tensor perturbations. In this paper, we also

formulate Dirac’s relativistic wave equation in  (p, q)-dimensional space

time and use it to describe the quantum mechanics of a an electron moving

in such a space-time manifold. We discuss the SO(p, q) invariance of Dirac’s

equation by using the technique of spin representations of  SO(p, q).
Speci�cally, we show how to construct Dirac matrices in (p, q)-dimensional

space-time using creation and annihilation operators on Fermion Fock

space. The spin group as the outer cover of  SO(p, q)  is then constructed

using Lie algebraic methods applied to commutators of the Dirac matrices.

Spin representations are also constructed using the action of Dirac

matrices on the Fermion Fock space. Finally, we construct Dirac’s

relativistic wave equation in the presence of an electromagnetic �eld and

curvature of the n-dimensional space-time manifold. In order to construct

such an equation, we introduce the spinor connection of the gravitational

�eld using the gravitational tetrad as well as the commutators of the Dirac

matrices which we have shown to be generators of the Spin representation

of  SO(p, q). Higher dimensional Maxwell equations as pointed out by

Professor Newcomb can be used to model psychic �elds. It is therefore

natural to consider the Combined Maxwell-Dirac-Einstein �eld equations

in higher dimensions as a method to describe the effects of gravitation and

charges on such psychic �elds where charges are not classical point

charges but rather characterized by the Dirac wave operator �eld. In other

words, the charges that we speak of are to be regarded as higher

dimensional generalizations of the sea of electrons with some of the

electrons removed to form positrons as �rst enunciated by Dirac. Finally,

we formulate Dirac’s equation in (p,q)-dimensional curved space-time in

terms of the terad, the spin connection of the gravitational �eld and (p,q)-

space time Dirac matrices. The spin connection is derived from the

condition that the covariant derivative of the tetrad basis vanishes and it is

shown to lead to the curved space-time Dirac equation having all three

symmetries:  U(1)  gauge invariance along with the electromagnetic �eld,

local  SO(p, q)-invariance also called local generalized Lorentz invariance,

and diffeomorphism invariance. The appendix includes a presentation of

the Group-representation theoretic image processing problem of predicting

one image �eld based on another when the random �elds are G-stationary.

This has applications to �ltering out G-invariant noise. We explain this

problem and its solution in the context of the Lorentz group acting on the

electromagnetic �eld. This is important because all image �elds are

actually electromagnetic �elds and all the standard operations on such

image �elds like rotation and motion are best described by Lorentz

transformations.
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