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This paper examines the prevalent academic principle of "addressing the issue but not the person" in

scienti�c error correction and argues for a paradigm shift toward "addressing both the issue and the

person." Through analysis of contemporary journal policies, institutional practices, and philosophical

foundations of scienti�c integrity, we demonstrate that the current approach creates unequal

accountability standards, inhibits effective error correction, and undermines the self-correcting

nature of science. Drawing on Richard Feynman's concept of scienti�c integrity and empirical

evidence from research misconduct studies, we propose that personal accountability is not only

compatible with scienti�c progress but essential for maintaining scienti�c integrity. Our analysis

reveals how true scienti�c accountability requires researchers to take personal responsibility for their

claims while distinguishing this from personal attacks or character assassination.
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1. Introduction

The contemporary scienti�c community has widely adopted the principle of "addressing the issue but

not the person" when correcting scienti�c errors. This approach, while ostensibly promoting objectivity

and civility, has created what we argue is a fundamentally asymmetrical system of accountability that

undermines the very foundations of scienti�c integrity[1][2]. When scientists are correct and receive

recognition, both their work and their persons bene�t; however, when errors are discovered, the

prevailing norm demands that only the work be criticized while the individual remains shielded from

personal responsibility[3].
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This asymmetry has profound consequences for the scienti�c enterprise. Research indicates that the

current system of error correction is inadequate, with many journals reluctant to publish corrections and

institutional mechanisms often failing to ensure accountability[2][4]. The reluctance to directly address

personal responsibility in scienti�c misconduct has contributed to a culture where errors persist,

misleading conclusions remain uncorrected, and public trust in science is undermined[5][6][7][8].

2. The Asymmetrical Nature of Current Accountability Standards

2.1. The Double Standard of Recognition and Responsibility

The prevailing "issue-only" approach to error correction represents a fundamental inequality in how

scienti�c accountability operates[1]. When research succeeds and generates positive outcomes, scientists

rightfully receive personal recognition, career advancement, and professional acclaim. Their names

become associated with discoveries, theories bear their names, and they bene�t personally from their

scienti�c contributions[9]. However, when serious errors emerge, the same individuals who claimed

personal credit are suddenly shielded behind the principle that criticism should target only the work, not

the person[10].

This asymmetry is particularly problematic given research showing that �rst authors are 38% more

likely to be responsible for scienti�c misconduct than authors listed in the middle of bylines, and

corresponding authors are 14% more likely to bear responsibility[3]. Yet institutional policies often treat

all authors equally when distributing blame, creating a disconnect between actual responsibility and

accountability mechanisms[10].

2.2. Institutional Barriers to Effective Error Correction

Contemporary journal policies exemplify the problems created by avoiding personal accountability. Many

prestigious journals, including some in materials science and applied sciences, explicitly prohibit the

publication of error correction letters[11]. Research Square refuses to accept preprints focused on error

correction, while other platforms create bureaucratic obstacles that discourage error reporting[2].

The nature of these institutional barriers re�ects a deeper cultural problem. When error correction must

be couched in diplomatic language that avoids directly challenging the responsible parties, the resulting

communications often become so circumspect as to obscure the very problems they purport to address[2]
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[6]. Scientists must engage in what amounts to academic doublespeak, acknowledging problems while

simultaneously af�rming the overall validity of �awed work[1].

3. The Foundations of Scienti�c Integrity: Feynman's Vision

3.1. Cargo Cult Science and the Integrity Imperative

Richard Feynman's seminal 1974 Caltech commencement address on "Cargo Cult Science" provides

crucial insight into the nature of scienti�c integrity[12][13]. Feynman identi�ed a "speci�c, extra type of

integrity" required of scientists—one that involves "bending over backwards to show how you are maybe

wrong"[12][14]. This integrity, he argued, is not merely about avoiding lies but about accepting personal

responsibility for one's scienti�c claims[13].

Feynman's concept directly challenges the contemporary avoidance of personal accountability in science.

He explicitly stated that scientists have a responsibility "certainly to other scientists, and I think to

laymen" to maintain this higher standard of integrity[13]. This responsibility cannot be divorced from the

person making the claims—it is inherently personal and requires individual accountability[14].

3.2. The Personal Nature of Scienti�c Responsibility

The requirement for personal accountability in science stems from the fundamental nature of scienti�c

practice. Unlike �ction writers who may use pseudonyms, scientists publish under their real names,

provide institutional af�liations, and include contact information speci�cally to enable direct

communication about their work[1]. This transparency re�ects the understanding that scienti�c claims

carry personal responsibility[15].

Research on scienti�c misconduct supports this view. Studies show that accountability structures work

best when they align responsibility with those most likely to have control over and knowledge of

research processes[3][10]. The current system's failure to clearly establish personal accountability has

contributed to the persistence of scienti�c errors and misconduct[1][7][16].
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4. Distinguishing Accountability from Personal Attack

4.1. The Nature of Scienti�c Error

It is crucial to distinguish between holding scientists personally accountable for their claims and

engaging in personal attacks or character assassination[1]. Scienti�c errors are an inevitable part of the

research process, with estimates suggesting that over 90% of published research contains some form of

error[1][17]. The goal of accountability is not to shame researchers for honest mistakes but to ensure that

they take responsibility for correcting errors when discovered[6].

Research in error management demonstrates that organizations with healthy error cultures—those that

acknowledge mistakes while maintaining support for individuals—actually perform better than those

that either ignore errors or engage in blame without support[18][19]. The key is creating systems that

encourage both personal responsibility and institutional support for error correction[20][21].

4.2. Error Tolerance and Scienti�c Progress

Studies from Harvard and other institutions have documented how acknowledging errors can actually

bene�t scienti�c progress[22]. The University of Virginia's Reproducibility Project found that over half of

canonical psychology experiments could not be replicated, but this discovery led to important

improvements in research practices rather than career destruction for the original researchers[23][24][25].

The reluctance to admit errors, conversely, can transform honest mistakes into scienti�c misconduct.

When researchers know they are wrong but persist in defending erroneous positions due to social

pressure or career concerns, the ethical nature of their behavior fundamentally changes[1][26]. Personal

accountability serves as a crucial mechanism for preventing this transformation[10].

5. Personal Accountability as a Safeguard Against Scienti�c

Misconduct

5.1. The Escalation from Error to Misconduct

The transition from honest error to scienti�c misconduct often occurs when researchers, faced with

evidence of their mistakes, choose to maintain false positions rather than accept responsibility[1]. The
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current system's emphasis on avoiding personal accountability paradoxically enables this escalation by

removing the social and professional incentives for prompt error correction[10].

Research integrity investigations consistently show that early acknowledgment of errors prevents more

serious misconduct charges[16][27]. When scientists take personal responsibility for mistakes, they

typically face minimal professional consequences and often gain respect for their integrity[6]. However,

when errors are concealed or defensively maintained, the resulting investigations can destroy careers and

institutional reputations[28].

5.2. Institutional Responsibility and Individual Accountability

Recent research has clari�ed the relationship between institutional and individual responsibility in

scienti�c misconduct[20][29]. While institutions must create environments that support responsible

research practices, individual accountability remains essential for maintaining scienti�c integrity[16].

The most effective approaches combine institutional support with clear individual responsibility[20].

Studies of research misconduct cases reveal that attempts to diffuse responsibility across institutions or

research teams often fail to prevent recurring problems[3][10]. Personal accountability, when properly

implemented, provides the psychological and professional incentives necessary for maintaining

scienti�c standards[30].

6. The Persistence of Discredited Theories in Academic Publishing

6.1. The Bandwagon Effect in Post-Refutation Publishing

When mainstream theories are challenged by contradictory evidence, a particularly troubling

phenomenon emerges: the continued publication of research based on discredited foundations[31][32].

This occurs despite clear evidence that the underlying theoretical framework has been refuted. The

academic community often continues to publish work applying mainstream theories even after they have

been scienti�cally disproven, creating what researchers have termed a "bandwagon effect" in academic

publishing[33][34][35].

This persistence is not merely an academic curiosity but represents a fundamental failure of the scienti�c

self-correction mechanism. The social in�uences and herding behavior documented in scienti�c

research communities mean that researchers may continue following established paths even when
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evidence suggests those paths lead nowhere[36]. The career pressures facing scientists—including the

need for students to graduate, faculty to pass evaluations, and institutions to maintain funding—create

powerful incentives to maintain the status quo rather than engage with challenging new evidence.

6.2. Collective Responsibility Diffusion

The principle of "addressing only the issue but not the person" becomes particularly problematic in these

circumstances because it enables collective responsibility diffusion. When entire research communities

continue publishing work based on discredited theories, individual researchers can justify their actions

by arguing that "if everyone is wrong, then I don't need to take personal responsibility"[34][35][36]. This

represents a clear manifestation of the tragedy of the commons in scienti�c research, where the

collective pursuit of individual career advancement undermines the overall integrity of the scienti�c

enterprise.

Research on herding behavior in scienti�c communities has shown that "when careers depend on

research assessment and the number of publications in established journals, the incentives tip towards

following the crowd rather than publicising unconventional theories or apparently anomalous �ndings"

[36]. This creates a vicious cycle where the very mechanism intended to ensure scienti�c quality—peer

review and publication in established journals—becomes a barrier to scienti�c progress.

7. The Weaponization of Error Correction: Accusations of Field

Destruction

7.1. The Anversa Case: A Paradigmatic Example

The case of Piero Anversa provides a stark illustration of how accusations of "destroying a research �eld"

or "ruining careers" can be weaponized against those who identify scienti�c errors. Anversa, a former

Harvard Medical School professor and director of the Center for Regenerative Medicine, had his research

empire built on what was ultimately revealed to be fraudulent data spanning nearly two decades[33][37].

From 2001 to 2018, Anversa published research claiming that c-kit positive stem cells could regenerate

damaged heart muscle tissue. This work, published in prestigious journals including Nature, Cell, and

The New England Journal of Medicine, spawned an entire sub�eld of cardiovascular regenerative

medicine. When other researchers consistently failed to replicate his results, Anversa's response was

qeios.com doi.org/10.32388/M4GGKZ 6

https://www.qeios.com/
https://doi.org/10.32388/M4GGKZ


telling: he would dismiss critics as "idiots" and those who questioned his methods within his laboratory

were immediately �red.

The eventual revelation that 31 of Anversa's papers contained fabricated or falsi�ed data led to their

retraction by Harvard Medical School and Brigham and Women's Hospital in October 2018. The scope of

the fraud was staggering: Anversa had received over $50 million in federal funding based on fraudulent

research, and the global investment in heart stem cell research—including substantial investments from

China—reached hundreds of millions of dollars[38].

7.2. The Systematic Suppression of Dissent

The Anversa case demonstrates how accusations of �eld destruction can be used to silence legitimate

criticism. For over a decade, researchers who questioned the reproducibility of heart stem cell research

were marginalized or ignored. The case reveals several key mechanisms by which error correction was

suppressed:

Peer Review Manipulation: Anversa's stature in the �eld meant that papers challenging his work were

often sent to him for review, where they would be rejected or subjected to harsh criticism. Meanwhile, his

own papers received favorable reviews from peers who were reluctant to challenge such a prominent

�gure.

Institutional Protection: The reluctance of prestigious institutions to acknowledge fundamental �aws in

high-pro�le research created a protective environment for fraudulent work. It was not until 2014—over a

decade after the original publications—that Jeffrey Molkentin from Cincinnati Children's Hospital

de�nitively demonstrated that c-kit cells do not generate heart muscle cells.

Career Consequences: As noted by researchers in the �eld, "this research area has suffered devastating

damage, and an entire generation of young researchers has suffered devastating damage"[39]. The

tragedy is that legitimate researchers who invested their careers in this �eld became victims of the very

system that was supposed to protect scienti�c integrity.

8. The Exponential Growth of Vested Interests

8.1. The Multiplication of Stakeholders

As fraudulent research persists and gains acceptance, the number of stakeholders with vested interests in

maintaining the status quo grows exponentially. This phenomenon is clearly illustrated in the heart stem
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cell research scandal, where the extended timeline of the fraud allowed multiple layers of vested interests

to develop.

The progression follows a predictable pattern: initial fraudulent research attracts follow-up studies,

which in turn attract more researchers, funding agencies, biotechnology companies, and clinical trial

participants. Each group that becomes involved develops �nancial, professional, or personal stakes in the

continued validity of the research. By the time the fraud is exposed, the ecosystem of vested interests has

become so complex that correction becomes extraordinarily dif�cult.

8.2. The Political Economy of Scienti�c Error

The Anversa case illustrates how scienti�c errors can become entrenched through the creation of what

economists would recognize as a "political economy" of error. Multiple stakeholders—including

researchers, institutions, funding agencies, biotechnology companies, and patients—develop interests in

maintaining the illusion of scienti�c validity even when the underlying research is fundamentally

�awed.

This dynamic is particularly dangerous because it transforms scienti�c error from a technical problem

into a political one. Rather than being resolved through the normal processes of scienti�c correction,

entrenched errors require external intervention—often from regulatory agencies or institutional

investigations—to be addressed. The case demonstrates how the principle of "addressing only the issue

but not the person" can become a shield for protecting elaborate systems of scienti�c fraud.

Research on the heart stem cell �eld revealed that "as more and more published erroneous papers

accumulated, with increasing numbers of follow-up researchers, everyone became vested interests

holders, and they tacitly allowed these erroneous viewpoints to continue circulating"[34]. This represents

a clear example of how the avoidance of personal accountability can enable the persistence of scienti�c

misconduct on a massive scale.

8.3. The Broader Implications for Scienti�c Integrity

The exponential growth of vested interests around fraudulent research has profound implications for

scienti�c integrity. When entire research communities become economically and professionally

dependent on maintaining false paradigms, the normal mechanisms of scienti�c self-correction break

down. The case illustrates how the current system's emphasis on avoiding personal accountability can
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actually facilitate the growth of scienti�c misconduct by making it dif�cult to hold individuals

responsible for their role in perpetuating fraud.

The documented failure of the heart stem cell research community to self-correct over nearly two

decades demonstrates that scienti�c integrity requires more than just technical competence—it requires

personal accountability and the courage to challenge established authorities when evidence suggests

they are wrong. The case provides compelling evidence that the integration of personal responsibility

into scienti�c practice is not just desirable but essential for preventing the kind of large-scale scienti�c

fraud that can waste billions of dollars and delay genuine medical progress.

9. Implications for Scienti�c Practice and Policy

9.1. Reforming Error Correction Mechanisms

The evidence presented suggests several reforms to current error correction practices. First, journals

should explicitly encourage direct, honest communication about scienti�c errors rather than requiring

diplomatic circumlocution[2][11]. Second, institutional policies should clearly establish individual

responsibility while providing support for researchers who acknowledge mistakes[20]. Third, the

scienti�c community should recognize and reward those who identify errors in published work[2][21].

Current systems often punish error detection while protecting those who make errors, creating perverse

incentives that undermine scienti�c self-correction[5][11][21].

9.2. Cultural Change in Scienti�c Communities

Implementing effective personal accountability requires broader cultural changes in scienti�c

communities[40][41]. Organizations must develop what researchers term "error management cultures"

that combine high standards for accuracy with support for individuals who acknowledge mistakes[18][19].

This cultural transformation aligns with broader movements toward transparency and reproducibility in

science[23][25]. As scienti�c institutions increasingly recognize the limitations of purely objective

approaches to research integrity, the integration of personal accountability becomes essential for

maintaining public trust[5][42].
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10. Conclusion: Toward a New Framework of Scienti�c

Accountability

The evidence presented in this analysis—from the theoretical foundations established by Feynman to the

empirical documentation of large-scale scienti�c fraud—demonstrates that the current system of

"addressing only the issue but not the person" is fundamentally inadequate for maintaining scienti�c

integrity. The Anversa case, along with similar scandals in stem cell research and other �elds[31][32],

illustrates how the avoidance of personal accountability can enable fraud to persist for decades, wasting

billions of dollars and undermining public trust in science.

The path forward requires a fundamental reimagining of scienti�c accountability that combines

institutional support with clear personal responsibility. This includes:

Institutional Reforms: Journals and funding agencies must develop mechanisms that encourage direct,

honest communication about scienti�c errors rather than diplomatic circumlocution. The current system

that protects established authorities while marginalizing critics must be replaced with one that rewards

intellectual honesty regardless of hierarchical position.

Cultural Change: The scienti�c community must embrace what Feynman called the "speci�c, extra type

of integrity" that requires researchers to take personal responsibility for their claims. This means

acknowledging that scienti�c integrity is not just about technical competence but about personal

character and the courage to admit mistakes when they occur.

Preventive Mechanisms: The exponential growth of vested interests around fraudulent research

suggests that early intervention is crucial. Systems must be developed that can identify and correct

scienti�c errors before they become entrenched through the accumulation of follow-up research and

institutional investments.

The stakes could not be higher. As the Anversa case demonstrates, the failure to implement effective

accountability mechanisms can result in the waste of billions of dollars, the destruction of promising

research careers, and the delay of genuine medical advances that could save lives. The scienti�c

community has a moral obligation to future generations to ensure that the pursuit of knowledge is

guided by integrity, honesty, and personal accountability rather than by the protection of established

interests and the avoidance of dif�cult truths.
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Only through the integration of personal accountability into the fabric of scienti�c practice can science

ful�ll its promise as a reliable means of understanding the natural world and improving human welfare.

The alternative—a system that prioritizes diplomatic nicety over scienti�c truth—is not just ineffective

but actively harmful to the scienti�c enterprise and the society that depends on it.
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