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Abstract

The impact of generative artificial intelligence (AI) on education and human development is currently unknown and may

have substantial ethical implications in these fields. In this commentary, we discuss the nature of Generative Pre-

trained Transformer (GPT) models that use deep learning to produce human-like text. This is an effort to understand

how GPT models can support students, educators, and human development professionals to enhance learning while

assisting in developing their professions. We conclude by outlining the need for policy decisions and ethical

considerations on incorporating these technologies into educational and human development settings.
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Introduction

Movies like “The Terminator,” “iRobot,” and “The Minority Report” used to be science fiction, but recent artificial

intelligence (AI) technological advances force us to redefine what it is to be a human and what we want as humans. The

reality is that artificial intelligence has arrived in the present and many of us regularly interact with this technology in our
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daily lives. We have been using virtual assistants like Siri and Alexa, without thinking that they are AI powered technology.

This technology is reshaping society, economy, human development, and business by transforming experiences and

relationships amongst stakeholders and citizens. Artificial general intelligence (AI) refers to machines being capable of

performing any intellectual tasks that humans can. AI is defined as a new generation of technologies capable of interacting

with the environment by (a) gathering information from outside (including from natural language) or other computer

systems; (b) interpreting this information, recognizing patterns, deducing rules, or predicting events; (c) generating results,

answering questions, or giving instructions to other systems; and (d) evaluating the results of their actions and improving

their decision systems to achieve specific objectives (Ferras-Hernandez, 2018). AI experts predict that AI systems are

likely to reach overall human ability by 2075 and that some experts feel that further progress of AI towards super

intelligence may be bad for humanity (Dwivedi et. al,2021). According to OpenAI’s founders, AI offers a fantastic

opportunity for improving the world (Makridakis, 2017), with applications ranging across industries from self-driving cars to

precision personalized medicine. Modern AI is developing in a manner that blurs the boundaries between specific areas of

applications and has grabbed so much attention that people are seriously contemplating how to fit the tools into their daily

lives and occupations.

For example, GPT (Generative Pre-trained Transformer) is an autoregressive language model, or a computation system

designed to generate human-like text from a source input, often called the prompt. Generative Pre-trained Transformer

(GPT) models use large amount of publicly available digital content data to read and produce human-like text in several

languages and can exhibit creativity in writing from a paragraph to full research article convincingly (or so) on almost any

topic. The first iteration of GPT in 2018 used 110 million learning parameters, a year later GPT-2 used 1.5 billion

parameters, and GPT-3 used 175 billion parameters (Floridi & Chiriatti, 2020). It is trained on Microsoft Azure’s AI

supercomputer, on a wide range of use cases, including summarization, translation, grammar correction, question

answering, chatbots, composing emails, and much more (Scott, 2020). The GPT-4 model was created with the aim of

improving alignment between the model's output and user intentions (Open AI GPT 4 Research Blog, 2023). Compared to

its predecessor, GPT-4 has shown better performance in terms of factual correctness and lower error rates; this does not

mean that it cannot generate falsities on demand.

Chat Generative Pre-Trained Transformer commonly known as ChatGPT (OpenAI, 2022) released in November 2022 is a

freely accessible artificial intelligence chatbot developed using human feedback. ChatGPT is a large language model

(LLM), a machine-learning system that autonomously learns from data and can produce sophisticated and intelligent

writing after training on a massive data set of text (van Dis et al., 2023). ChatGPT is one of the first models that can

convincingly converse with its users in English and other languages on a wide range of topics. In contrast to earlier

models of GPT, ChatGPT is highly interactive and capable of not only holding a realistic human-like conversation on a

wide range of topics, but also producing convincing creative content. ChatGPT is the world’s most advanced chatbot,

reaching one million users in just five days after its initial launch. Multiple evaluations and tests have validated its

capabilities, for example, ChatGPT was able to pass graduate-level exams from law and business schools (Kelly, 2023),

and the recently released GPT-4 model achieved top 10% in a law test (Koetsier, 2023)

Individuals from all levels of society have already used ChatGPT and other large language models to write essays and
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talks, academic planning, summarizing literature, draft, and improve papers, as well as identify research gaps and write

computer code, including statistical analyses. The extraordinary abilities of ChatGPT to perform complex tasks within the

field of education have caused mixed feelings among educators as this advancement in AI seems to revolutionize existing

educational practices (Baidoo-Anu & Owusu, 2023). An impact survey (Walton Foundation, 2023) commissioned by the

Walton Foundation found that teachers and students are using ChatGPT regularly and see it as a positive force in

education. On the other hand, some faculty at American universities and elsewhere are in a state of panic, fearful that

students will be able to use it to write term papers and essays by doing little more than typing in a few key words and

allowing artificial intelligence to do the rest (McGee, 2023). Understandably, some perceive ChatGPT and related

generative artificial intelligence (AI) as the future of education, while others view it as a threat to education activities and

analytical thinking.

That AI will have a major impact on society is no longer in question, the current debate turns instead on how far this

impact will be positive or negative, for whom, in which ways, in which places, and on what timescale (Floridi et.al,2018). AI

systems are becoming increasingly sophisticated; however, they are not yet infallible and can still make mistakes or

generate wrong output. (Haluza & Jungwirth, 2023). The advent of innovative technology often creates strong emotions,

ranging from doomsday predictions to uncontrolled excitement (Rudolph, Tan & Tan, 2023). Thus, the purpose of this

commentary is to review Generative Pre-trained Transformer (GPT) models like Chat GPT and how this technology

impacts education and human development. We are not advocating whether the technology is inherently good or bad, but

it certainly deserves further attention due to its capabilities. Due to the novelty of the topic, there are only a few peer-

reviewed journal articles and preprints on ChatGPT and education sector. This manuscript adopts a desktop analysis

approach with careful consideration as to the quality of the information sources.

Debate the Benefits

Artificial Intelligence (AI) has the potential to transform education by improving student learning outcomes, enhancing

teaching practices, and optimizing educational processes. GPT is a valuable tool for providing information and answering

questions in various fields, and it is clear AI will transform education in many ways. By leveraging the extraordinary

capabilities of GPT-4 in natural language understanding and generation, students can access personalized and

contextually appropriate information, expedite their knowledge acquisition processes, and develop more profound insights

(First, 2023). However, it is important to acknowledge its limitations and supplement its use with other resources to ensure

accurate and effective outcomes. In this section, we endeavor to highlight some of the positive impacts that GPT models

could have on students' learning and creativity and human development.

One of the most significant impacts of AI in education is its ability to provide individualized learning paths for students

based on their unique needs, learning styles, and abilities. Students can reap numerous benefits by harnessing the power

of AI in their academic pursuits. By leveraging AI, students can benefit from (a) tutoring and personalized learning

experiences, (b) ongoing and enhanced academic support, (c) improving efficiency in studies and (d) enhancing career

readiness. The innovative technology can help educational institutions personalize students’ learning experiences
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(Baidoo-Anu & Owusu Ansah, 2023). AI-driven educational platforms can evaluate individual strengths, weaknesses, and

preferred learning methods, then tailor content and adjust teaching techniques to cater to that person’s precise

requirements. For example, if a student demonstrates a strong understanding of a specific concept, the system might

present more challenging questions or propel them to the next subject. Conversely, if a student struggles with a concept,

the system can provide additional explanations, examples, or practice exercises to reinforce understanding. This adaptive

strategy ensures students receive personalized instruction based on their unique learning needs. This system can also

provide immediate and targeted feedback to students by identifying areas for improvement and offering personalized

suggestions for their learning journey. These systems can optimize the learning experience and help students progress at

their own pace to achieve academic success (Baidoo-Anu, & Owusu Ansah, 2023).

AI-powered virtual assistants, like chatbots, are available to help 24/7 and can help students in resolving academic

queries at any time or any location if there is an internet connection (Alam, 2021). Chatbots and virtual assistants can

provide personalized language learning support, analyzing student behavior, and adapting content and delivery methods

to suit each learner’s needs. This adaptability guarantees students have the option to access academic assistance beyond

typical class periods, including evenings, weekends, or holidays, when conventional human help might not be easily

accessible. This system can manage numerous inquiries at the same time, making it possible to help a considerable

number of students simultaneously without any wait time to receive support. This continual support can empower students

to cultivate greater self-reliance and assurance in their pursuit of solutions to their educational inquiries. With the help of

AI powered tools, students can explore complex concepts in new and immersive ways, making learning more engaging

and exciting, providing real-time feedback and support to students based on their responses, and helping them improve

understanding of complex concepts. Overall, AI-driven academic support systems enhance student learning experiences

and academic performance with enormous potential to enhance personalized learning. Personalized learning will be one

of the key benefits of AI in education, and as technology evolves, there will be more personalized learning experiences in

the future.

Another revolutionary benefit of AI powered chatbots is that they can learn from their interactions with students over time

(Fuchs, 2023). Through machine learning algorithms, AI can improve responses and adapt to students' preferences and

needs. By analyzing student performance data, AI can identify potential problems and predict future outcomes, and

educators can intervene early to prevent academic difficulties and provide targeted support to struggling students. The

more students interact with the chatbot, the more proficient it becomes in comprehending their questions and furnishing

precise and individualized support. In addition, student collaboration and knowledge sharing become easier in this

environment. This is achievable through AI-driven collaboration platforms that streamline communication and the

dissemination of knowledge among students, promoting collaborative and interactive learning experiences and enabling

students to connect with peers globally. By analyzing data on student behavior and learning styles, AI-powered algorithms

can optimize content and delivery methods which would help students to learn more efficiently and effectively.

AI can assist students in tasks involving imaginative solutions by offering tools and materials that spark innovative

thinking, such as generating alternative solutions, analyzing patterns, and facilitating brainstorming sessions (Biliuk,
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Stepanenko, & Kyrychenko, 2023). AI can recommend resources from different fields or subjects, introducing students to

a variety of viewpoints and methods for addressing problems. By presenting students with an extensive array of

instances, case studies, or expert opinions, AI can inspire them to think creatively and adopt innovative strategies in their

own problem-solving endeavors. In general, the emerging AI and chatbot era holds the potential to equip students with

the ability to be resourceful and inventive when solving problems.

Utilizing AI technologies in college education prepares students for the increasing demands of the modern workforce

(Ahmad, 2020). As AI continues to reshape organizations, developing AI literacy and skills becomes critical for future

career achievements. Educational initiatives and courses integrating AI acquaint students with its principles, tools, and

practical applications, equipping them with valuable skills in data analysis, problem-solving, and decision-making. This

elevated technological adeptness and understanding of AI's ethical considerations give college students a competitive

edge in the job market. Additionally, AI-powered career guidance systems have the capacity to offer insights into

emerging employment trends, skill requirements, and individualized career pathways, aiding students in making informed

decisions about their future professional endeavors. Artificial intelligence presents a plethora of benefits for university

students, enhancing their educational journeys, support mechanisms, and overall study efficiency. Moreover, it plays a

role in nurturing creativity and the exchange of knowledge. Customized learning encounters cultivate greater student

engagement and bolster the retention of knowledge. AI-powered academic assistance systems furnish extensive

feedback, tutoring, and swift aid, fostering student achievements. Additionally, AI-driven tools optimize time allocation and

automate various tasks, increasing students' overall efficacy. Nevertheless, a cautious implementation approach and

ethical considerations are imperative to address potential hurdles and maintain the human element necessary for

education. By harnessing the potential of artificial intelligence, higher education can tap into innovative technologies to

augment teaching, learning, and institutional efficacy.

The benefit of this technology is not limited to students, educators are using ChatGPT to generate learning content,

including lesson plans and assignments, to address and achieve specific learning objectives. Researchers have

successfully used large language models to generate interactive educational materials such as quizzes and flashcards,

which can be used to improve student learning and engagement (Dijkstra, 2022). However, valid concerns regarding the

accuracy of generated content must be addressed. It is imperative for educators to verify the accuracy of the materials

generated by AI based platforms (Topsakal & Topsakal, 2022).

We anticipate technology will become more sophisticated as new players continue to enter the generative AI market,

further extending its business applications and potential business risks. For example, the language learning application

Duolingo is utilizing a GPT-4 model to improve personalized learning. Be My Eyes, an assistive technology provider is

using it to create a solution for individuals with visual impairments to make them aware of their surroundings (Derico

&Kleinman, 2023). The ability to answer natural language questions across various domains can facilitate the integration

of diverse digital applications into a unified framework or application, which is also critical for expanding the bounds of

educational possibilities and experiences (Ahuja et al., 2023). According to Chaudhary (2023), a few areas where

ChatGPT can improve HR processes including improved cost-effective solutions; easier HR data management and

analytics; enhanced employee experience based on survey input; and simplified recruiting and onboarding. Budhwar et.al
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(2023) lists activities such as writing policy documents, composing job descriptions, screening of applications based on

job requirements, preparing semi-structured interview questions, developing training programs and materials such as

course outlines and on boarding instructions where AI can be effectively utilized.

These positive aspects of AI present the opportunity to apply principles of connectivism (Siemens, 2005) wherein learning

and knowledge are achieved through a diversity of opinions, connecting specific sources of information and data, and

applying those across fields. With its ability to provide personalized and on-demand learning, up-to-date and relevant

information, improved efficiency, and increased accessibility, Chat GPT has the potential to transform the way we learn

and develop new skills. Importantly, Siemens (2005) also highlights that making decisions is a learning process unto itself.

An individual’s cursory review of information presented by AI or ChatGPT and subsequent acceptance and incorporation

of it as fact presents the potential for errors, critical examination of the information is necessary to ensure learning occurs

for the user.

Debate the Challenges

Despite the enormous opportunities that AI might afford to education and human development, ethical implications and

risks come with the development of AI applications (Zawacki-Ritcher et.al, 2019). The use of AI-based technology is

inevitable, and it is imperative that educators and human development experts are aware of potential pitfalls of this

disruptive technology. Many people are concerned that this disruptive technology will eventually replace humans in certain

functions. There are concerns about the generation of inaccurate content, risk of bias and discrimination, lack of

transparency and reliability, cybersecurity, ethical consequences, and societal implications (Tobore, 2019). For example,

Borji (2023) predicts the end of essays as assignments in education while Stokel Walker and Van noorden (2023) share

their concern about factual inaccuracies, ethical issues, and the fear of misuse including the spread of misinformation in

healthcare practice and academic writing. From an education perspective, there are still knowledge gaps and

uncertainties when it comes to the successful and responsible integration of large language models into learning and

teaching processes; more specifically, customizing models to specific needs, addressing biases in specific use cases,

dealing with ethical considerations and copyright issues requires multidisciplinary evidence-based research and

evaluation (Kasneci et. Al, 2023).

GPT and other LLMs produce text that is convincing but sometimes wrong, and uncritical use can distort scientific facts

and spread misinformation. Absence of articles in the model’s training set can produce errors or misinformation when

responding to a prompt. Due to their generative nature, it is difficult to control outputs (Huet al., 2017), and even harder to

guarantee the generated output is factually consistent with all current information sources. GPT models’ failure to distill

relevant information and inability to distinguish between credible and less-credible sources will result in biased or even

false information being provided as accurate. Additional concerns about potential misuse, such as the creation of

deepfake audio or text or spreading false or misleading information. Human verification of generated text would be the

best tool to avoid human automation bias, and thus prevent dissemination of non-credible information.
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Plagiarism, defined as the use of another person’s ideas, words, or concepts without proper attribution, is also a concern.

Because this technology typically reproduces text without reliably citing original sources or authors, users are at risk of not

giving credit to earlier work or misattributing concepts and ideas. They may unintentionally plagiarize a multitude of

unknown texts, and even give away their own ideas. Khalil and Er (2022) found that AI generated text can bypass

plagiarism detectors by generating original content. Additionally, there is potential for legal issues arising from

unintentional copyright infringement, as the model may generate text that is similar or identical to existing copyrighted

content. Thus, responsibility lies with the user to identify and utilize proper citations, author-contribution statements, and

acknowledgements to ensure that the generated text is original and/or properly cited. It is essential to train instructors on

how to identify the use of ChatGPT in student assignments, which can be achieved by using AI detection tools, and

update institutional policies to address the challenges posed by the emergence of AI-generated content in student

assignments (Lo, 2023). Course designers should also consider adjustments to the assessment process, especially

considering new AI tools such as ChatGPT becoming a feature of the work environment (Sweeney,2023).

Large language models can perpetuate and amplify existing biases and unfairness in society, which can negatively impact

teaching and learning processes and outcomes (Kasneci, 2023). The digital divide is real and, as with most innovations,

citizens of developed countries or privileged constituents from developing or underdeveloped countries will quickly find

ways to utilize the benefits of this technology. Most AI models are done for the English language which can potentially

make use by English-speaking users easier and more efficient than for other users, causing unfair access for non-English

speaking users. Mbakwe et al. (2023) noted that bias may stem from the use of research primarily conducted in high-

income countries or textbooks that are not universally applicable. These fragilities are exacerbated by sampling content

from high-powered academic institutions dominating certain fields. Underrepresented groups and communities across the

world may not be able to reap the benefits of this technology and subsequently widen inequities. Additionally, as

organizations try to monetize their AI capabilities, access becomes cost-prohibitive which can lead to further deterioration

of access by marginalized and underrepresented communities. GPT3 and similar models are trained on a massive

amount of data, which may come from reliable and/or questionable sources. Concerns about unintended bias in output, as

well as the transparency of the model’s decision-making process, are valid and should be explored further.

Additionally, worries regarding data privacy, security, and the potential improper utilization of personal data in the long-

term are lingering concerns. Similarly, AI-powered models have high computational demands, which can result in high

energy consumption. There is a risk that personal data may be used for unwanted or malicious purposes or that it may be

compromised in a data breach. The increasing use of AI is likely to challenge cultural norms and function as a potential

barrier within certain sectors of the population (Dwivedi et. al,2021). Excessive dependence on AI could result in a decline

in human interaction and the cultivation of social skills among students, along with a diminished sense of community within

the classroom as well as society. Effortlessly generated information could negatively impact critical thinking and critical

thinking skills. Thus, it is important to debate the trade-off that comes with the use of AI, creating a potential acceleration

in knowledge generation and the loss of human potential, connection, and autonomy. People’s creativity, originality,

education, training, and productive interactions with others will remain essential for conducting relevant and innovative

research.
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Concluding Thoughts

Artificial intelligence is here to stay, and we need to prepare to embrace the good and mitigate the bad. Like any other

innovative technology, AI and GPT models can be change-inducing and disruptive with clear potential and unknown

consequences. AI-enabled technology presents an unprecedented opportunity to develop a responsive, adaptive,

supportive “relationship” with human users that can not only yield a wealth of benefits but also be a source of significant

threat (Glikson & Woolley, 2020). According to Murati (2022), there will be growing tension between the roles of human

and machine in creativity, and it will be interesting to see how we resolve them. This technology could democratize the

dissemination of knowledge, since the chatbot can receive and produce copy in multiple languages, circumventing

English-language requirements that pose a barrier for speakers of other languages (Liebernz et.al, 2023). ChatGPT's

ability to provide personalized and interactive assistance that is tailored to the user’s needs and preferences can not only

promote autonomy but also enhance their experience. However, the valid concerns raised regarding its potential misuse

and bias, appropriate guidelines and regulations are needed to ensure the safe and responsible use of ChatGPT powers

(Sallam, 2023). We agree with Schmidt (2021) and colleagues’ argument that human-computer interaction is the key

discipline for creating meaningful tools, systems, applications, and devices that incorporate AI. Integrating GPT models

into diverse levels of society must therefore meet stringent privacy, security, and - for sustainable scaling - environmental,

regulatory, and ethical requirements, and must be done in conjunction with ongoing human monitoring, guidance, and

critical thinking (Kasneci, 2023). Replication of humility and critical thinking may be alien to the technology at this moment,

but as the machines learn more from our interactions, those will become part of the technology. The development and use

of AI holds the potential for both positive and negative impact on society, to alleviate or to amplify existing inequalities,

cure old problems, or cause new ones (Floridi & Cowls, 2022). Nevertheless, harnessing the power of this technology

holds enormous potential and it is exciting to consider the possibilities for AI technology in the future. Academics and

researchers should also conduct more formal studies on this technology to examine how humans and computers may

collaborate to accomplish goals that benefit our planet.
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