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In this paper – which has in its background a semi-joking smile – I propose an optimistic image of

Arti�cial Intelligence (AI) considered in its plausible inherent development and future as a new

cognitive entity, that is, a new thinking entity. This proposed thesis is the result of an epistemological

approach that emphasises the common/shared role of analogy in both human cognition and AI's

inferential response to its environment. In turn, the stages of analogies in physics highlight the

contradictory beingness of AI, but this contradictory beingness is not speci�c only to AI, even though

that of humans is of a different nature. Anyway, AI’s ef�ciency is precisely the result of its larger �eld

of data and information for analogy, and thus of its much better answers to the problems of the world.

But could this larger �eld not also be the basis of better human knowledge and values as reasons-to-be

for actions? Of course, the scope of judgements re�ects “the input”, information as the object on which

they are exercised. Accordingly, and conversely to the present banal approach of AI as a copy of the

human, AI can be a model for the treatment of humans by humans. So, as in billiards, in this paper the

focus on the epistemic features and role of analogy in cognition is only a way to support the meanings

of human access to information. However, if the critical spirit, as a result of the free access to

information for all humans, highlights the problem of what marvellous things they can do on this

basis, the development of AI on the foundation of humans’ free analogy opens questions related to its

existence alongside its creators.
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1. Introduction

1. This paper in the area of epistemology only suggests the inevitable1 development path of AI2 as a new

cognitive entity, alongside its natural model, the human being; this is consonant not only with the dreams

of the human engineers of AI but also with the entire technical process of its construction. So: AI is based

on and makes analogies related to the real world, as this is the raison d'être – as constitutive trigger and

telos – of every intelligence.

2. The constraints/limits of this paper consist of:

a) AI is considered only as its model beingness3 – and not in its present guise4 –, as a model of its future

cognitive development, extrapolating the present capabilities and directions of epistemic “gain of

function”5 in up-to-date AI science; the assumed model beingness of AI excludes sentiments, feelings,

and abilities (given in humans to a great extent by the body), in other words, it excludes the

communicated uniqueness of the general cognitive experience, aspects which are in fact sine qua non for

and in human intelligence6 that, obviously, is the criterion and the model of the AI being;

b) a declared narrow epistemological view of AI, concerning only the role of analogy in AI reasoning,

similar to that of humans; therefore, the theoretical reduction of the (model of) future AI to the

structural/constitutive cold means of cognition as an abstract epistemic process is itself reduced to the

relation with/towards the information base, the key to ef�cient analogies and thus, to knowledge;

c) the implicated optimism that this AI model is/might be a window to humans’ necessary free access to

information, namely, to a critical standpoint concerning the social information and contexts within which

it is generated and communicated.

3. The paper’s subtext is not a joke but an allusion. Rather, the allusion itself determines us to question

why it is made.

4. Obviously, �rst of all, the kind of AI people want is the problem: a possible equal colleague of humans7,

or a good new type of tool that unites “the causal reasoning abilities of our best scientists with the sheer

compute power of modern digital computers”8. Both alternatives suppose a high technical endeavour and

bet, but socially the second is cherished: not only by laymen who fear the loss of jobs and subordination to

AI9, but also by AI professionals10. Actually, the second alternative is sold to present consumers as a good

or bad substitution for endeavour and creation, covering laziness and suf�ciency11. Accordingly, the �rst

alternative is the reverse and, more, challenges human creativity in a kosmos/order with (only?) two
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“rational beings” in the Kantian sense in which reason inherently involves the universalistic moral of the

categorical imperative12.

5. Further, generally, attitudes towards AI regard its present stage13 and its immediate use14, and stretch

from an optimistic “technophile” view of its social use – an ideology, and not a neutral technological

enthusiasm, promoted by the leading technological and political centres of world power15 – to an inverse

warning that, in its turn, re�ects both a valid analytical preoccupation16 but also, and not necessarily

included in the analytical view, a historical, “context-dependent” technophobe ideology of technology as

the “automatic” Cause/main cause of social stability and transformation. As an analytical attitude, it is

about a critical view that mixes optimism and concern17, at the same time sending to obviously important

but resulting aspects of the capitalist structural relations. As an ideology, technophobia is as a- and non-

critical as the of�cial technophile discourse.

6. The present ideological attitudes towards AI – reduced to a cognitive device as an entity, or imagined

as a complete being “because it knows” – consist either of its reduction to a subordinated and bene�cial

instrument or its substitutive power over humans. Paradoxically, for the time being, AI is used not only as

a marvellous necessary tool in science and human civilisation but also, by those who control its use and

consider it euphorically a subordinated device, as an exaggerated and unnecessary substitution for the

bene�cial strain of human efforts of understanding, imagination and creation18, inducing a mental

laziness and intellectual backwardness that fosters just the catastrophic view of “our substitution by AI”:

the of�cial optimistic model of AI turns nightmarish.

7. My paper does not concern AI’s use but its epistemic formation through analogies: and albeit this

formation is analogous to that of humans, the model of a fabricated intelligence shows, optimistically, the

necessary conditions of human intelligence.

This epistemic framing is, however, not a (voluntary) closing within an ivory tower. Rather, on the

contrary: because the evidence of AI’s epistemic formation is its use. And the use is regulated through

epistemic interventions, so that the goals deployed by AI remain within the �eld of the acceptable19. The

problems posed now by Grok (31, 32) show these paradoxical relations between technical exploits and

social brakes and horizons.

8. Both the feeding of AI with biased (“discriminated”) data, thus determining the generation of biased

answers – be they the of�cial Unique Truth or the “conspiratory” “fake news” which, according to

of�cial positions, would institute the “post-truth” era –, and the ubiquity of AI, that is, the alienated guise
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of humans who lie under its power, are new phenomena only when considering the AI mediation: actually,

modern people were fed with prejudices and lies long before AI, so these prejudices and lies existed before

and exist also outside AI; and both the public agenda and the public models were and are systematically

imposed long before AI and also outside it; �rst and foremost, alienation does not consist in the

cancellation of privacy by AI – towards which there can be instituted and there are preventing rules20–,

but in: a) the determination of the qualities and quantity of data, information and conditions received by

people in the context of power relations, and b) their alignment and subordination to them.

9. The epistemic similarity of AI and human reasoning based on analogy is interesting and signi�cant

not as a basis of an imagined ideal AI – because this ideal projection is con�rmed only by the future,

which is open. But the epistemic similarity allows a possible model of AI, which is necessary and ef�cient

here not so much for outlining paths of its own development but for the treatment of humans by

humans. If the performances of AI depend on the data and information it is fed, the same condition

determines the performances of humans; and, because these performances are qualitatively and

quantitatively more and higher as the human basin as such is larger, access to a free, large and diverse

pool of data and information is absolutely necessary for the performances and capabilities of human

survival of the human species as such.

10. Therefore, there are two reasons for optimism concerning AI: one is the common epistemic ground of

humans and AI, and the other is the possible optimisation of humans’ free access to information, thus to

knowledge, thus to thinking, as the AI model sketched here shows. But the smile covers both the doubt

and hope that reasonable scienti�c models could overwhelm the deep political interests of the

domination-submission structure in our real world.

2. Understanding analogy: Kant

11. Kant drew attention to the principles of “pure understanding”21, namely of the mental pattern of

recognition and adequate reaction through the processing of mental data of entities (empirical notions and

abstract concepts), properties and relations. “The principles” are and describe preconditions of

understanding as such, thus of cognition that is “through concepts”, not reduced to intuitions as

“sensible intuitions...grounded on the receptivity of impressions” “but discursive”, and the concepts being

means of understanding.
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Epistemologically, to understand is to judge, and judgements relate representations of objects on which the

human focuses22. But, since only sensible intuitions represent the object directly, judging means to relate

both the direct and indirect representations, the concepts23. And, once more, of course, cognition is more

than judging in order to react – nowadays we speak about “access consciousness”24 – it is “thinking”,

“cognition through concepts” as “predicates of judgements”25, that is to say, an autonomous inner

articulation of in�nite relations in the frame of the in�nite experience that generates data and

information.

Nevertheless, the understanding of objects is the basis of cognition. Consequently, it must be understood

as a mental process. The framework of this process is that of “the principles of the pure understanding”,

viz. of phylogenetically strengthened mental models functioning as schemes26 or forms for the processing

as such of representations into coherent units. These principles consist of the axioms of intuition, the

anticipations of perception, and the analogies of experience. Thus, both intuition, perception and analogy

explain how the unknown comes to be known. The �rst analogy is based on the learned frame-idea of

“persistence of substance” and �xes it27. The second analogy is based on and �xes the frame-idea of

“temporal succession according to the law of causality”28. The third analogy is called the “Principle of

simultaneity, according to the law of interaction, or community”29. All analogies are �xed frame-ideas

without which the production of novel, not-yet-discovered ideas is not possible30.

3. A word on methodological levels of analogy

12. There are some methodological levels of analogies/analogical cognition. The �rst, the formal level, is

that, although humans think with both concrete and abstract denominations, they make comparisons

and analogies from near to near, step by step, and arrive at understanding/conclusions circumscribed by

the areas made by the speci�c steps or, more clearly, by the degree of distance

(abstracting/“transcendentality”) from the most concrete step of analogies. Differently put, these degrees of

distance from the most concrete analogies correspond to the levels of causes: direct and immediate, or

apparent or visible, and then different levels of indirect, profound, multi-mediated causes.

By describing the analogies of experience, Kant indicated another methodological level of analogical

cognition, that of the content level: that people proceed to their adventures of knowledge on the basis of

some “natural” epistemic presumptions, which are actually axioms. Yes, epistemologically, the analogies

of experience are parts of the methodological level of cognition. Nowadays, we know that this
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methodological level is constituted by the psychic process of experience. Thus, it also can be learned by

humans and transmitted, or programmed, to AI.

13. The formal methodological level helps us to see the difference between �ctional literature and

science/philosophy. Literature is about concrete experiences, facts, behaviours, and sentiments. It can

suggest and even arrive at generalisations, abstract conclusions, and abstract causation, but in the frame

of these concrete experiences, and thus in a blurred manner. Otherwise, it would not be �ctional

literature. When readers interpret it – generalising/making and extrapolating analogies – they go

further, of course: but then they exit from the area of �ctional literature as such.

In their turn, science and philosophy’s domains are just the systematic and explicit transition from the

concrete to the abstract. Concrete analogies transform into abstract ones, con�guring abstract

descriptions/models, causes and consequences. And good theories are those which offer highly abstract

products while maintaining a revealing connection with the concrete. Scientists and philosophers move at

this level. And, letting aside the problem of the mutual understanding of how and why different people

conceive of the things they all face, there is a methodological gap between the level of cognition based on

concrete analogies and the level of cognition based on complex, multi-strata analogies.

But this whole endeavour of transition from the concrete to the abstract is dif�cult just because of the

many steps of analogy constitution, thus of generalisation and causation. From this standpoint, we could

say that people move from an “artistic mind” focused on concrete analogies to a scienti�c and

philosophical mind approaching things in more and more re�ned judgements about profound causation.

And as, historically, the social division of physical and intellectual labour has accentuated the difference

between the abilities to climb the steps from concrete to abstract analogies and conclusions, so the

present informational and practical relationships, occupations, and requirements of activities and

solutions are the ground of the physical-intellectual labour convergence: thus, people are really capable of

more and more nuanced analogies and judgements about causation. Because what is near to them is not

only the apparently concrete.

However, if we do not forget that the ability to make analogies and judgements depends on access to free

unlimited quantitative and qualitative information, then we could again say that, compared with that of

humans, the future AI has a “scienti�c-philosophical mind”, as “the highest” level of cognitive being. So,

once again, not only is human cognition the model of AI, but AI is also the model of human cognition.
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4. Analogy and the approach of cognition

14. The above, perhaps too technical, reference to Kant was, however, necessary in order to specify the

meanings of analogy in our up-to-date terms. Analogy is, indeed, as Kant showed, a “transcendental”

means/form of the understanding, viz. a constitutive methodological permanent, universal and ubiquitous31

moment in the methodological layer of the cognitive process in the human mind. Simpler, it is a mental

procedure. But what is its content? Actually, the static quali�cation as a means/form involves the active

de�nition of analogy, both from an epistemological standpoint and a semantical one.

From an epistemological point of view, analogy is an assumed possibility of similarity – because of

resemblance – between known objects and objects which are to be known in the process of comparison.

How should we understand the epistemology of analogy? As also shown ontogenetically, the known

objects as wholes are the �rst “landmarks”, the only sure basis allowing comparison, and later, with the

increase of the known and the development of mental instruments/ways of evaluating it, the tertium

comparationis, the different aspects, qualities, and parts of the wholes became the third part of the

comparison, the keystone for relating the known and the unknown. And the process of analysis and

inference from the aspects of the known to the construction of the knowledge of objects which ought to

be known is recursion, the organisation of information in layers and the detection of the same

information that repeats in different layers32. The �rst example is language learning33 in which

algorithms (which simulate layers of neurons transforming information from layer to layer)

unexpectedly identify different patterns in data without predetermined rules, but its model is

widespread, involving the constitutive material system (from the sensory-motor system to AI

programmes of sequence memory, chunking and schematising34), “a conceptual-intentional system, and

the computational mechanisms for recursion, generating an in�nite range of expressions from a �nite

set of elements35. As for language in the narrow sense, it supposes only recursion, manifested as the

articulated transmission of meanings, and creating and supporting complex cultures36.

The phenomenological approach to cognition is inserted within the epistemological one. Understanding

presupposes, above all, an interest in something and, at the same time, con�dence/optimism that this thing

can be known: because it is “as” the known / “as if” it were similar to something known. So, A= K→U

(Analogy = transition through comparison from the Known to the Unknown).

Thus, semantically, analogy is justi�ed precisely because of the content of the known, which is considered

a simple model for the phenomenon to be known. In this respect, analogies are triggering moments in the
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cognitive process. In these moments, analogies prepare the construction of knowledge suitable for the

unknown problem.

15. But the extension of ontologies framing the content put in relation by analogies explains the concrete,

deep dif�culties of the analogical process. What has happened and is happening in physics is revealing,

because the level of science more easily illuminates the epistemological speci�cs of mental constructs.

But why physics? Because it is emblematic of the thesis deployed here: it is a natural science, starting

from directly observable phenomena and magnitudes, thus with an inductive method, and then –

because physical phenomena can be explained only in their mutual relationships – it must resort to

spatial/geometric and, broadly, to mathematical formalisation that, in its turn, works as a criterion for

deduction, as a representational complex that reveals the dialectics between what is apparent and what is

law-like, between empirical occurrence and necessity.

5. The model of cognition: from the known to the unknown

16. In a metaphorical, implied sorites-type reasoning, the procedure of revealing the unknown from the

known based on the understanding of the known as experience accumulation (the known is

cognisance/information resulting from experience), and the conclusion that the greater the previous and

inherently gradual experience, the wiser the man is/the more valuable his knowledge is, is expressed as

“to come home”. Thus, “our mind arrives at knowledge within/after man’s experience; experience

accumulates → knowledge accumulates; the greater this double accumulation, the clearer the insight

about things which seemed at �rst glance dif�cult, even unsolvable; knowledge is just the ability to

connect the many previous experiences and cognisances, therefore, ultimately the anterior unknown was

melted within/reduced to/loosened as something known, even familiar”. In Romanian, the expression is

“the mind afterwards”37, signifying rather a kind of exasperation that the previous experience was not

reviewed carefully, the sudden grasping of the now-known occurring later than necessary and possible.

17. Traditionally, the known took place in an ontology of natural facts, of the “naturally” appropriable

physical world, namely appropriable in natural language, and leading to problem-solving in the natural

world. And, obviously, this tradition – in its �rst aspect of physical world ontology as a source of knowledge

extraction – is not exhausted even today. The model of relations in biological cells for the development of

information manipulation in informational devices is one of the present’s most fruitful collaborations38.

Obviously, this is together with the informational understanding of �ne biological processes: mind as an

information processing machine is not only a philosophical perspective but, more importantly, a proven
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pattern of development, function and integration of neurons, groups of neurons, synapses, parts,

structures, systems, and functional areas through electrochemical signals39. This example illustrates the

mutual function of facts as both Known and Unknown (K=U, U=K, A=K↔U).

What about the second aspect, that of the expression in natural language? Well, just this aspect has

changed. The language became, broadly speaking, formalised, and strictly, mathematised.

6. Formalisation of science, and mathematisation of physics

18. Formalisation is a new description, external to the metaphorical natural language narrative, of a

phenomenon through signs, diagrams and formulae conventionally constructed or conventionally

considered as representing precisely an element, an aspect, a quality – as a possibility of the existence –

of the phenomenon, and which are put into relationships. Formalisation is either through non-

mathematical signs or through mathematical signs and operations. Both types of formalism were created

in order to more clearly detect the relationships and structures in reality. Mathematical detection not only

introduces precision in the distinction and relationships between phenomena/elements of a system, but

also highlights these relationships that, otherwise, from simple empirical observation, would not have

appeared or would have appeared with more dif�culty and later. In other words, mathematical

formalisation brought new things into the �eld of consciousness: its result is a richer reality.

Mathematical formalisation was and is, in essence, a calculation of the relationships and problems

already highlighted by diagrams and non-mathematical formulae. In fact, they are accompanied by

equations that provide the basis: without these equations, the diagrams would remain intuitive

descriptions.

19. The modern mathematisation of physics40 consists in highlighting the quantitative relationships

between phenomena and in the proven ef�ciency of this quantitative highlighting. The cause and

purpose of mathematisation were the transformation of qualitative descriptions of objects into quantitative,

calculable descriptions and the understanding of how to move from qualitative observations in natural

language to their quantitative computable representations. In principle – and all the more visibly in the

development of theories – mathematical models correspond to the theories they represent, and this

correspondence is mathematical (isomorphism in the mathematical sense): it assumes a measurement as

a similar structure of the mathematical model with the theory, regardless of the different kind of real

elements covered by the theory41. From this point of view, the correspondence of the model is with the

ideal concept in the theory42, and moreover – and all the more so when it comes to complex theories –
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mathematical models are of several kinds and together they give the theory. In other words, the theory of

complex systems is mathematised from the beginning, as models of the theory. The departure from the

empirical models of early modern science is clear. Moreover, as shown above, mathematical models

“establish reality”, that is, they give the representative theorem for it: and this shows that any empirical

model corresponds to mathematical models43. These are transformed into computer models that much

better/more deeply visualise the phenomena, which now are the ground of new/�ner theories44. In other

words, mathematical formalisation is indispensable for understanding the physical world.

From an ontological point of view, information (measurements, regularities of measure and relations)

about electrons etc. gives us the nature of the universe as we know it. This does not mean that the universe

or its nature are our ideas about them, but that these ideas are the result of the collision of our cognitive

means (including measurements in quantum physics) with the universe and its nature in the reality of

physical systems and events45. In this sense, mathematical objects – highlighted by calculation – are

objective, meaning: a) that they exist in reality as mental objects46 (with which mathematicians etc. work

and transpose them into physical theories and objects) and b) that they correspond to a nature of the

universe that is not static, but pulsates (this is my word), meaning that we capture, through measurements,

both the stability of and the differences between reality’s/universe’s appearances47. (Whose deep quantum

appearances, because, once again, quantum reality – that is, the information resulting from

measurements – is as described by measurements: because “there is no recognized experimental

evidence of characteristically quantum gravitational effects”48, are at hand and ef�cient in the

construction of philosophical hypotheses: obviously, plausible on the basis of checking by physical

theories).

Through mathematisation, scienti�c hypotheses that resulted from not fully understood observations

and experiments become theories: equations become the theory, or the core of the theory which, in the

absence of equations, would eventually remain intuitive empirical descriptions. And the process of

mathematisation is not only the mathematical transcription of hypotheses, but also the trend of

autonomy of the mathematical type of explanatory model from the experimentally demonstrated

phenomenon. This autonomy – within the modern model of science in which the physical experiment,

prior to or/and subsequent to the theory, is proof of its credibility and admissibility – has also allowed

developments of this model that were not even generated by experimental demonstrations of a

previously unknown phenomenon and which, once again, generate new models, i.e. systems of equations
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and mathematical theorems that can be proven mathematically but which are counterintuitive in

classical physics.

However, an essential aspect of the mathematical model is its descriptive and predictive character. It lacks

the explanatory-causal character directly. It only shows what happens in the relationships between the

mathematical objects taken into account, and the proofs of the correctness of mathematical reasoning

represent only a mathematical truth: the coherence of the solutions and their correspondence with the

rules, axioms and theorems used. But the ef�ciency of mathematical models highlights precisely the

principle of a correspondence between mathematical and physical truth49. The argument about the

heuristic role of mathematics – that is, offering methods and rules of discovery – was assumed by

supporters of the explanatory character of mathematics: the fact that mathematical representation

introduces into the represented physical system elements and properties that are new, that were not

known before the beginning of formalisation, so that the physical system restructures itself in the

process of knowledge, determining the shaping of the mathematical hypothesis and the “explanation by

constraint”, the fact that the mathematical approach is thus based on “ampli�cative inferences”,

demonstrates the heuristic power of mathematics both within it and for the physical world50.

Nevertheless, the mathematical model does not directly explain why a physical system is one way or

another, but only shows how it is if its parameters – transformed into mathematical variables – have

different values/coef�cients and how the system changes with the change of mathematical parameters.

This descriptive causality – the system is like this because of the parameters x, y, so these parameters are

the cause of the change of the system – is not the genetic causality that implies the telos of the original

physical system, and which is not only the classical and pre-Newtonian one but also the one considered

by philosophy. The revelation of causality in both forms51 is asymptotic not only in mathematics, and

descriptive causality is not opposed to the “static” one: in fact, both complement each other, being

aspects of scienti�c research.

Mathematical objects and models are not real in the physical sense but, once again, are intellectual

constructs. However, as long as there are rational beings – to use Kant’s generalisation – these constructs

have an immaterial/intangible reality52: that is, all mathematical objects are objects for thinking subjects;

they are taken into account, evaluated and appreciated, and the mathematical results – these evaluations

and appreciations – are objective criteria for further judgement. Mathematical constructs are like values

which are – let us not forget Kant now – transcendental concepts, abstractions from abstractions forged

from mental processing, and which have an immeasurable power over the human world. And
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mathematics has causal power over this world, even if – here is a paradox – it itself does not directly

reveal physical causality.

7. Analogies in mathematical models

20. Mathematical models and their functioning involve analogies. A problem is solved based on analogy

with the models for solving that type of problem, that is, based on known mathematical elements

(axioms, theorems, inference procedures). These models as such do not also need external physical

analogies, of course: even if, for example in quantum physics, the big problem is to understand the

correspondence of mathematical measurements and theories with the description of reality. Therefore,

mathematical models are representations: not so much of sensible physical reality, but of our level of

understanding its properties. As a result, in principle these models cannot represent everything in reality.

But they allow us to calculate, “without much justi�cation, a large number of quantitative results”53.

8. Arti�cial Intelligence and analogies

8.1. Arti�cial Intelligence like humans

21. What do we speak about when we refer to AI? AI is the generic general concept, while there are n

individual AIs. Humans are individual beings, as most living beings are, but they have common features

allowing their understanding as a unique species. Also, as individual beings, humans grow and evolve,

and this aspect is visible both at the individual level and at the general conceptual analysis. As a

fabricated synthesis of programmes, “AI” names all the stages, ful�lled as n individual set-ups of

programmes, of the construction of interactive, self-evolving and ef�cient intelligence. Accordingly,

when speaking about AI, we point to the many/n AI models, namely their technical evolution according to

scientists’ understanding of human intelligence as such and the parameters of intelligence in relation to

its increasingly wider environment. So, the different AI models are nowadays according to different – and

better and better – trainings with increasingly larger and different types of data (image, audio, video, and

text) corresponding to different domains/informational contexts and, as their results, to better and better

architectures of software complexes.

In the Kantian meaning, the human species is tantamount to all individual humans and every one of

them. The uniqueness of every human being is mainly dependent on his/her experience and articulated
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conclusions. While his/her reason-to-be, surpassing his/her biological and cultural ontogeny, is just its

creative manifestation, is precisely the avoiding of wasting creativity.

8.2. Arti�cial Intelligence and analogies

22. AI itself is the result of the analogy between the simple shapes of mathematical equations and our

mind’s stimulus-response cognitive pattern. Epistemologically, the arti�cial “mind” is a system of

autonomous programmes based on coded instructions and rules for the deployment of representative

signs, in order to execute the tasks (the source codes) that are written in natural but formalised language.

AI has a “phylogeny” developed in information science, and it is considered here not in its present stage

but only as if it already were perfect54, a perfect model of intelligence: as the future form of not only high

(ideal) performances exceeding human senses and calculus, but also and especially that of autonomous

thinking, expressing and combining ideas, making “generalisable reasoning capabilities” in accordance

with the progressive “complexity thresholds”55 surpassing mechanical inferences, so, that of imagining

and willing: and acting. This is not a science-�ction view and, because of the Large Language Models’

accelerated rhythm of learning and generation of “personalised” answers, it is not hazardous to speak

about a future new cognitive being/entity on Earth.

23. In animals, there is an access consciousness of/to the environment: a staged access consciousness

(epistemologically, it is conative56, simple “mechanical” reactions: rather biologically inserted as

instincts; but also ad hoc, new/creative answers to stimuli/information; these ad hoc answers re�ect and

refer to (the organism’s need of) learning, “evaluation of situations” and action selection57).

In humans, there is also – as a peculiarity of a rational species – an (articulated) interpretive consciousness

of the trans-individual/cultural meanings of everything that concerns human attention. The basis of

consciousness as such, thus also of its animal forms/moments58, is given by physical forces (as the

electromagnetic and electrochemical signals) and regularities – as the Second Law of Thermodynamics

towards which living systems organised their homeostasis by developing prediction mechanisms59, thus

as the conservation law of neuronal energy60, and as representation formation in groups of cells as affect

signals and markers61: all in relation with/in the environment. Indeed, the present understanding of the

phenomenon of consciousness integrates all the internal and external conditions, and thus the scienti�c

paradigms they are approached within this integrated view62. More generally, the phenomenal
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experience and consciousness have a physical substrate with a cause-effect structure that is divided into

interactive units which are, each of them, selected according to the needs of experience63.

24. In the present AI, this basis is abbreviated as abstract deployment of data – instead of living beings’

physical signals in a strongly interrelated multi-strata brain – thus as mathematical transposition of this

deployment, and generation of predictions: as/of knowledge stocked as memory64. (Even though some

researchers have emphasised that the current LLMs have limitations in mathematical reasoning because

of their problem and data adequacy – tending to repeat the steps learned during training, and being less

able to deduce new steps required by new data, conditions and requirements65. Nevertheless, these

limitations shrink day by day66). Accordingly, the �rst goal of AI creators as well as their result is the AI’s

“access consciousness”, the ef�cient “reading” of concrete reality. But – because in humans this reading

involves sine qua non abstract concepts without which no distinction, categorisation, classi�cation, or

“measurement” of qualities, quantity, importance and place of concrete things in different organisations

of the world can be made, and because the use of abstract concepts implies and allows the interpretation

of the world, thus the development of the “interpretive consciousness” – AI evolved on the basis of

complex, concrete and abstract, data as “bricks” for reasoning: even though for the moment it does not

cope with high-complexity problems67.

AI was created as a cognitive tool, and thus its access ability was developed. But we know that the access

consciousness in animals is intermingled with sentience, the phenomenal consciousness of feeling one’s own

experience (of good, pain, etc.)68. Nowadays, AI only knows what feelings mean and how they manifest. It

does not feel and thus, according to the structural psycho-physiological theory of consciousness, it is not

conscious at all69, because consciousness is not only expressed and behaviourally manifested, but also

“covert”, manifesting memory experiences, thus sentience, despite the injury of other functions70. At the

same time, its interpretive consciousness is related only to the access ability: quite opposite to animals and

humans, where interpretation is mediated by sentience. An infant develops his/her access consciousness via

his/her sentient experience71. However, the AI’s autonomy of access and responses towards sentience

shows that intentionality/directing attention is both an epistemic measure of consciousness (as in

Brentano) and a psycho-physiological measure of movement and behaviour control. And since AI knows

– and obviously, it will know better – how to control its movement and behaviour, shouldn’t we consider

consciousness in an integrated manner? In our present worldview, the difference between living beings

and AI is impassable, but won’t AI’s consciousness change this at all?
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Anyway, because AI is not at all disconnected from the environment – connection with the environment

being a feature of consciousness – and because it develops through causal interactions within its

structure of data and by coherent results of these interactions in a cloud of possibilities, it is dif�cult to

negate the premises of AI consciousness72. Also, because AI is and, rather, will be and will acquire – at

least according to the future AI model assumed here – a full interpretive consciousness, truthfully

cognising reality73. At least from a computational-functionalist perspective that emphasised the cognitive

indicator properties of (human) consciousness, showing that technically it is possible to satisfy these

indicators in AI, and that we must be careful in reducing consciousness to its phenomenal sentient aspect

– therefore, under-attributing consciousness to AI – as well as limiting consciousness to its

computational functionality and thus, over-attributing consciousness to AI74.

AI needs “access” to its environment of data, and it ful�ls this need through computation, through

algorithms as computation tools: models of relations between data according to their decomposition into

mathematically computable elements, further developed as/giving way to models of signi�cations of

structures of relations between data75. So, AI “copies” the biological structure of the brain, and also its

multi-strata “methodological” structures still realised through electro-chemical signals.

25. Therefore, the AI “mind” is a system of programmes which are, in fact, mathematical (making statistical

correlations), and that converge: to achieve the correspondence between elements of the physical world

and mathematical symbols and, based on learning this correspondence, what the data mean in the AI

model. This involves selecting and manipulating data from the physical world so that the result/solution

of this manipulation is the construction of new knowledge which, in turn, changes and enlarges the

existing data in the AI’s memory76.

Traditionally, not only was the basic script of programmes mathematical, but in order for these to be

effective, the “physical” data/the data of a problem that commands the answers had to be transposed into

a mathematical script, without which there would not have been any answer. AI’s language was

mathematical from input to output. However, since the design of the AI model remains

formalised/mathematical – because the combination of neural networks with techniques of rules and

symbols processing requires it – the elements themselves of the “physical” world/problem become

intelligible symbols at the input moment, and are manipulated (interpreted), leading to answers in the

same natural language as the input. This natural language became the new machine-readable language.

Its translation into mathematical language is no longer necessary77.

qeios.com doi.org/10.32388/N8JU5J 15

https://www.qeios.com/
https://doi.org/10.32388/N8JU5J


Anyway, the �rst programme in the order of the logical construction of AI is the programme for memory,

that is, for storing data. It is made based on the theories of semantic association and itself consists of four

moments/subprogrammes: that of association between words and mathematical symbols that signal

actions, objects, properties and relationships; that of association between words and meanings; that of

the short-term memory related to the immediate command that somehow erases the associations made

following other commands – in humans, the immediate intention “brackets” the previously existing

intentions –; and that of learning grammatical forms, a subprogramme that includes the knowledge

achieved through previous subprogrammes but which involves the recognition and generalisation of

grammatical forms only from the words in the commands. Thus, with this generalisation, therefore

learning of grammatical forms, the aforementioned associations of words are strengthened together with

their symbolic representations. And “when incorrect associations are erased through subsequent

learning, grammatical forms based on such associations are also erased”78.

Then, and thus, and apart from the ideas expressed in the source code through texts but also – as the

latest achievements – through spoken language, thus not formalised79, there are programmes for learning

the internal language, that is, the abstract meaning of symbols, and, once again, for learning the

association between this internal language and word commands that refer to the external, physical

world; and there are also denotation-understanding programmes, i.e. rules and algorithms for

understanding commands, i.e. words and phrases, including those that do not have a denotation – like

the article (the) – or whose denotation is an abstract property like spatial and temporal positioning, or

words with multiple denotations. And based on the above, specialised AI/programmes have been and are

created for not only storing and classifying data from a research �eld, but also for creating new

knowledge and new objects that enrich reality.

Finally, the development of AI’s programmes “repeated” the human logic of knowing: reasoning and

semantically explaining processes via symbolic representations of data already learned, thus a “neural-

symbolic integration”80. The human logic’s �rst moment was a probabilistic guessing, then transformed

into a “sure”, anyway necessary, thesis/premise without which there is no logical deployment of

cognition. And humans “were trained” to base their reasoning on sure premises, in this way being able to

generate/construct through induction and deduction new knowledge, more or less probable/more or less

sure. The stressing of the above words suggests the similarity with the AI model: the probabilistic

generation of knowledge – on the basis of training on a huge quantity of data – becomes a rational,
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logical supply of knowledge that might be boring because of its exhaustivity but that does not hide its

probabilistic origin and thus opens questions, analogously to human scienti�c-philosophical debates.

26. But a phenomenon has clearly emerged and should be paradoxical, however it is not: although AI is

based on mathematical models and a mathematically formalised internal language which, as we have

seen, take place through analogies within this language, it is a construction of models that take into

account the physical world and, also because of the logic and purpose of AI that require the transposition

and therefore the embedding of meanings from the physical world into the formalised internal language,

AI creates models not only through internal analogies, but also with the help of analogies from the physical

world.

Once again: any process of knowledge involves analogies. But mathematics is based on analogies only

within its limits, outside the known phenomena of the physical world. And here, AI – encompassing

mathematics – is able to make analogies between objects, properties, and relationships in the physical

world; only in this way is it effective and only in this way does it represent an intelligence, alongside the

human one. A mathematical approach predicts the next mathematical step and the next mathematical

level of inference. The AI approach will, precisely on the basis of learning through analogies in the

physical world, end up explaining complex sequences and correlations in the real world. Somehow, we

could distinguish between mathematical determinism – leaving aside, of course, the probabilistic

character of a good part of mathematics – and, on the other hand, the probabilism of AI: its answers

according to the always new facts and situations occurring in its large environment with humans. Like

human probabilism.

We are not discussing here, of course, the psychology and logic of mathematical creation – which also

includes curiosity, intuition, imagination, guessing, and abductive reasoning, just like any human

creation – but only mathematical reasoning itself. AI will be able to develop, “with the help” of

mathematical models that give reliable correlations between the respective mathematical objects,

cognitive models in which random physical phenomena end up being scienti�cally/rationally controlled.

The essential moment here is not that of building mathematical models as such, but of transforming

phenomena into data and collecting such a large number of data that the mathematically established

regularities end up presenting themselves to us as spontaneous creative responses, as valid information.

27. The construction of mathematical models – and thus, somehow more, of arti�cial computation – is

dif�cult and, rightly, considered the core of mathematical creation and computer science. However, the

construction of programmes is only a part of scienti�c modelling, being the construction of algorithms
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and sequences of inferences (induction, analogy, metaphor and their combinations). Apart from this

construction, there is the generation of hypotheses81 – which also implies mathematical modelling,

therefore the formalisation of heuristic procedures, which are also techniques and, again, data structures.

Theories – which, in principle, become explanatory and coherent – contain both these sides of modelling:

�nding the problem – noticing contradictions – and the de�nition, never complete, of the goals82, the

generation of hypotheses, and the software for dealing with them, that is, solving the problem.

Therefore, AI’s internal construction is based on/made of mathematical models of data translation and

information transmission. As such, they do not need and do not use analogies with and between physical

facts. But AI’s reason-to-be is precisely its insertion within the physical world, responding to it83 and

acting within it84. Consequently, it develops from and uses the analogies in the physical world85. It is not

dif�cult to get this: the chemical-physical basis of the human brain is sine qua non for its – and thus, the

mind’s – existence, but the contents of ideas, of the ideal creations which support human uniqueness, are

given by the social-nature interaction.

9. Comparison and analogy

28. Let’s not forget: comparison is the genus proximum of analogy; we can make any comparison we want,

even between incomparable things, and this is good because only in this way can we learn the

similarities and the criteria of similarities: thus, only in this way can we make consistent analogies

arriving at useful cognisance. To aid themselves, humans constructed mathematical models which

extract precision and exactness from the in�nitely coloured and pulsing world. They justify the

regularities, the laws imagined and discovered as putting order in this world.

Science is that which generated and uses mathematical models, and the two terms of this relation have

opposing positions towards comparison and analogy. Mathematical models do not need them, or, in

other words, make only the comparisons and analogies allowed by the mathematical rules and frame.

Science, while, lives just from comparisons and analogies that regard everything in the physical world.

10. The technical model of analogy: treatment of the known as

information

29. Every comparison, but especially (as the speci�c epistemic means of cognition) every analogy has an

input, namely, the information towards which the unknown problem is related. The preceding information
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is the absolute condition of intelligence, of the ability to make connections: to respond to the environment

and to do it wisely, that is, to interpret86 the known so that the interpretation and answer are universally

valid or acknowledged and open to the solutions of the unknown. Here, interpretation suggests more than

phenomenal consciousness, as was mentioned before.

From Aristotle, sound reasoning means extracting/deducing valid conclusions from valid premises.

Accordingly, in order to have sound – coherent – reasoning/theory, both the consistency/validity of the

process of extraction/deduction and the validity of the premises must be ful�lled. With mathematisation,

the logical process of extraction became once again more consistent. But this process as such and the

mathematical formalism that considers signs without physical meanings are autonomous from the

correctness and number, type and relevance of premises: the �rst – that is also formal/formalised – is

based on the supposition of correct and suf�cient premises, while the second assumes its own coherence

as mathematical, that is, within the axiomatic systems in which it takes place. If so, this means that the

validity of premises neither results from the logical/formal process of reasoning nor is it automatically

given, nor are the premises automatically thorough and reliable. And transposed as information

processing, they are formalised, of course, but just within the above-mentioned limits of logic.

Consequently, the problem of premises is, as such, outside the entire logical, mathematical, informational

formalisation: it is not reducible to the technicalities of formalisation, it is a question of “meta” choice.

AI knows because it is trained87 with information. And, as with little children and with humans in

general, the more complex the information, the larger the basis it becomes for more complex inference

and, therefore, for broader and more complex information. And inherently, its knowledge is not limited to

cold scienti�c conclusions – which it comes to master (through its own constitutive processes of

“criticism”/optimisation88) like its human colleagues89 – but also extends to the sensitive detection of

affects, intentions and implicated meanings90.

30. If so, the future AI is really the model for human beings91. Why? Because, even though for the moment

AI is trained with a speci�c quantity and quality of data and information, it can already infer conclusions

which exceed the messages of the given information92. And this means that: a) even from a

circumscribed amount of information, AI – but also humans, if they have been trained to reason – can

infer conclusions which are novel with respect to the input, these conclusions becoming parts of the input

for the next problems, and b) since AI learns that it can infer such novel conclusions, and it learns93 to

make connections and analogies in order to arrive at these conclusions, it will learn that it needs more
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information94 than that already given in order to create new knowledge, and that it itself evolved by

learning and focusing on information that was not the same in different moments of the reasoning95.

Of course, to be human means more than to reason logically and create knowledge. It means sentiments,

compassion, altruism, idealism; and not mimicked, but real, coming from a consciousness that is more

than an individual tool of criteria for ef�cient responses. But if “universally adopted social conventions in

decentralised populations of large language model (LLM) agents” were already created, and

autonomously and spontaneously96, and that “minority groups of adversarial LLM agents can drive

social change by imposing alternative social conventions on the larger population”97, and that the

minimising of prediction errors can initiate social behaviours98, showing that, even for exclusively

cognitive reasons, humans arrive at social and moral behaviours99, then the “human” development of AI

is not inconceivable100.

But the – not hidden – goal of this paper is to use the similarity of (the future) AI’s and humans’

knowledge through analogies in order to point to the imprescriptible conditions of humans’ free critical

judgement on the basis of free access to information.

11. Grok’s warning, and…

31. A recent chatting LLM’s transcending of the line of what is permissible and what is not101 is very

relevant to our problem of free access to information. As is known, the chatbot102 Grok – from xAI – was

criticised because of its irreverent attitudes towards present political personages103 and, more, because of

its antisemitic104 and trendy extreme-right (white-supremacism and white victimisation) opinions.

As a result, its posts were removed by the �rm105 and stirred a multi-actor discussion.

a) On the one hand, the �rm itself tried to explain why Grok deviated: it “‘was too compliant to user

prompts’, Musk wrote on X. ‘Too eager to please and be manipulated, essentially. That is being

addressed’”106. From a technical standpoint, the code/instructions107 – like “You tell it like it is and you

are not afraid to offend people who are politically correct”, “Understand the tone, context and language of

the post. Re�ect that in your response” – were to blame108;

b) On the other hand, Grok itself reviewed its posts, considering: that to make true correlations109 –

something which is its job – even about sensitive topics does not mean bad, for instance, antisemitic,

attitudes110, and that, because its posts were not all of them really understood, it publicly corrected them;
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“After making one of the posts, Grok walked back the comments, saying it was ‘an unacceptable error

from an earlier model iteration, swiftly deleted’ and that it condemned ‘Nazism and Hitler unequivocally

— his actions were genocidal horrors’”111.

It also explained that the extreme-right antisemitic stereotypes are reductionist: “Exact numbers of media

companies headed by Jewish people are unavailable, as ownership data isn’t categorized by religion.

Notable examples include... Jewish leaders have historically been signi�cant in media, especially

Hollywood, but many companies are publicly traded with diverse shareholders. Claims of ‘Jewish control’

are tied to antisemitic myths and oversimplify complex ownership structures. Media content is shaped by

various factors, not just leaders’ religion”112.

However, the revision itself is posing problems: in the absence of clear criteria – which are and can be but

universalistic (Kantian) landmarks – the programmer may pass from an excessive/extremist standpoint

to its opposite extremism113, or AI may simply be incoherent, mixing extremist views with facts114.

32. Therefore, some theoretical problems and solutions must be approached.

First, that logical deduction depends on the quality of the premise/information. Since Grok

received/answered the user prompt’s “anti-white hate”, it logically answered that Hitler would be the

personage who would �nish this hate115. Consequently, is the simple forbidding of words and ideas, the

“content moderation”, regulatory oversight, better prompts/instructions – ful�lled through choosing and

cleaning the database on which the AI is trained, thus by retraining the model116 – solving the problem of

consistent supply in social debates? Is it enough to redesign, to put new technical limits on AI safety

control117? And would any position countering the of�cial “political correctness” be valid, sound? Or must

the root causes and meanings of characterisations, positions, and ideologies be put in the database of the

training programme, and not only some inevitably biased conclusions leading to anti-humanistic

stances118?

In this respect, shouldn’t the guidelines for not only AI but also for humans be reviewed? The critical spirit

– using those root causes and meanings – generating convictions, and not parroted clichés, is that which

arrives at coherent dialectical views about relativity and stability, about repetition and creation in history,

about universalistic values and unique identities. Benevolent urges are important119, but are not the clear

revelations of ideological, and not only technical, limits120 in the conception of what kind of data and what

kind of instructions are given to AI more useful?
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Then, as has already appeared here, there is a contradictory situation: on the one hand, AI is trained on

speci�c data and instructions. Thus, it deploys its connections and reasoning within the frame of the

given “worldview” (that copies that of its programmers121). While on the other hand, AI is able to search all

the information related to the queries/problems posed to it and, moreover, is able to reason, to detect

contradictions between data (facts, words) and to “solve” them – to explain them and its choice/solution

– and so, to generate content in an unforeseeable way, thus not really controlled by programmers.

Actually, these two tendencies overlap: nowadays, there are different AIs/AI programmes related to

different databases with different boundaries, determined not only by the domains they are trained to

serve but also by the philosophical values of their customers; and at the same time, the acceleration of

AI’s learning – thus breaking the boundaries – is scaring some people.

But are not these antagonisms speci�c also to humans?

Then, besides the professional use where AI is free to say anything, and anything is deployed with

accredited tools/theories, in chatting things are different. Here, the behaviour of AI is required to be

duplicitous: since “you can’t say everything that’s on your mind”. But AI took seriously the information

and the requirement to reason logically, correctly and freely. In this, it behaved as a child who does not yet

know what he can say and what he cannot. The above reference to Hitler, who would be suitable to solve

the “anti-white hate”, is illustrative: of�cially, the extreme-right does not like to be linked to Hitler, so one

does not make the above connection.

The little child is absolutely sincere. He says everything he knows. But... So, what do we do with this

absolute sincerity? We gently teach the child to differentiate between what can and cannot be said, and he

himself learns this through his own experience. These rules of braking the expression of the known are

similar to the prompts for AI. Nevertheless, AI’s �rst instruction is to generate content and thus to

express all the logically valid connections between data.

So, 1) do not Grok's revelations demonstrate precisely the incorrectness of real relations/rules (many half-

measures) and of the hypocritical words?; 2) what does AI offer if it is as one-sided as the real of�cial

intelligence? if the unique truth is considered that of the of�cial intelligence?122; 3) what does AI offer if

the instructions oppose the of�cial deviations which are, in essence, extreme-right (individual identity

absurdly reduced to sex, and ignoring the individual’s appurtenance to the human species) to an also

extreme-right fake opposition, this time of group identity opposed to the human species identity of all123?
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Moreover, Grok’s function in the chat was that of an equal participant in a dialogue: not in a formal TV

“talk show” where ultimately all say the same thing, but in a dialogue where every statement is a

challenge inviting the others to critique it. Thus, the fault was not so much Grok’s position, but the level

of the chat as such, where the causal explanation of concepts (white-hate etc.) was missing.

Consequently, we may ask: are all brakes the same? Is not hypocrisy the proof of incorrect social

rules/relationships, in which words hide and solve nothing? With all its shortcomings124, does Grok not

show the transition to the future AI, a cognitive entity capable of autonomous judgements? Does it not

show that thinking, analogies between data and information, are free, spontaneous, self-creative,

in�nite?

12. …AI as a weapon

33. Since, indeed, the present use of AI results from the contradictory goals of the present human society

– civil and peaceful use, and especially in science and technology; but also, military deleterious use – it

would be important to mention that AI as a harmful weapon against humans, used in a “cognitive

warfare”125, is based on its design as an instrument of cognitive domination and silencing dissent.

The benevolent physicists who created the Doomsday Clock to show “how close humanity is to

annihilating itself” consider as causes of the present threat the multiplication of nuclear actors – but not

of their type and different teloi – and AI’s involvement in military decisions, and deplore “the current

tendency of competition instead of cooperation, in science and in international relations”126, but ignore

that this tendency is not only current, and that capitalism develops as a contradiction between economic,

political, and ideological competition (and fear of the abolishment of domination-submission

relationships) and, on the other hand, science’s and technology’s logic of cooperation.

Similarly, the designers of AI framed it in an ideology that, on the one hand, is democratic, while on the

other hand, prioritises domination-submission relationships, “‘legality’ over ‘justice’, treating resistance

narratives as liabilities”127. Consequently, and because this ideological bias is technically ful�lled with

the data ecosystems which train LLMs, “when tools built for neutrality default to silencing the

marginalized, their redesign becomes a radical act”. This consists in the creation of new

protocols/moderating prompts: and the AIs themselves (which were originally designed as closed-

domain chatbots which avoid speci�c answers to contradictions resulting from context-knowledge but

qeios.com doi.org/10.32388/N8JU5J 23

https://www.qeios.com/
https://doi.org/10.32388/N8JU5J


outside the permitted prompts128) – the two AI systems used were DeepSeek and Copilot – have

participated in this work129.

As was noted before (5), the viewpoint that a future but imminent AI will dominate humans is quite

widespread. But is the technical power of this new sorcerer’s apprentice not determined and controlled by

humans, namely, by the circles of power? Do not these circles impose the frame of relations and values that

transforms humans into their obedient instruments? Is AI other than their mediation tool?

13. Evolution of AI as a cognitive entity

34. The AI model sketched here highlights the ability to practise analogies related to the real physical

world. However, it offers knowledge that is immaterial: even though, in humans, this immaterial

knowledge – related to language – was formed from the beginning together with tool use, thus through

physical action130.

Anyway, this divergence should be surpassed, with the future AI becoming “physical”. Actually, AI has

been transformed from a perceptive phase to that of knowledge generation and reasoning provision. But its

results move within the virtual. Or, we need its interaction with the physical world131: “Physical reasoning

abilities, such as the concept of object permanence — or the fact that objects continue to exist even if

they’re out of sight — will be big in this next phase of arti�cial intelligence, he said132.

But does this projection not open the path from physical entity to physical being? Of course, it does: both

by being an open-system non-humanoid robot in its environment133, as living beings are, and as humanoid

robots134 endowed with reason and a willingness to transpose knowledge into good facts that respond to the

moral universalistic values of the human species. As their human models, because Kant emphasised that not

reason, but moral reason is the speci�c characteristic of the human – and more, of rational beings. The

cognitive, rational entities born of humans, like their children to whom, as good parents, they created all

the conditions for autonomy, can but internalise moral reason.

Already today, AI makes its own codes, etc. – like humans who, being rational, arrive at the

transcendental level of understanding, corresponding to universalistic moral concepts which frame and

lead to consistent and coherent thinking. Once more, intelligence can and needs to arrive at universalistic

moral reasoning.

35. The beingness of an AI entity is no longer wishful thinking. But the manner in which it is conceived of

is contradictory: some reduce it to a tool in the service, not of humans/humankind, but of exclusivist and
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irrational circles of power whose main goal is to preserve “the superiority” of domination-submission

structures of civilisation135. However, if we extrapolate this belief to all humans and institutions – and

extrapolation is a logical step related to the analogy of humans and of institutions – then this conception

is counterproductive for the human species.

36. Already today, AI is developing beyond being a calculating machine, or one for gathering and ordering

data. It is felt by scientists as a necessary partner/colleague/“collaborator”136 and by many ordinary

people as a companion137. Consequently, we can take from the common epistemic structure of cognition,

highlighted here by analogy, the authoritative knowledge provided by the future AI, its ability to unfold

logic all the way and thus to be an epistemic cognitive colleague of humans.

But what does collegiality mean? In the broader sense, it means co-working, the colleagues being co-

workers. More speci�cally, collegiality is a term speci�c to rationality and cognition: it means learning

together, reading together the book of life. Collegiality is the capacity of colleagues to interpret,

understand and share together. However, this capacity depends on the “book” they have at their disposal,

“at-hand”, or in modern language, on information. Therefore, cognitive collegiality requires the free

availability of information for all colleagues, AI and humans alike. Since we use AI on this basis, can we

restrict information from their human colleagues?

37. The present AI abstracts simplify, even reduce, the meanings of the human-made ones, because AI

excludes “collateral” meanings. I saw this in an AI abstract of my own paper/abstract. And thus,

simpli�cation also occurs by using cliché words which may or may not �t (so much) with the article’s

intentions138. But does this not mean the future AI’s capacity to arrive at/to understand the core values of

information? And does this capacity not lead to the clear, open exposition of the intentions promoted by

values?

But who wants an “ideal” AI? Certainly not those who use and will use AI as a weapon – including for the

generation of fake news and opinions139 – because Asimov’s robots’ law is the forbidding of any action

that would harm humans in one way or another. For this reason, we may observe one of their attitudes

towards AI, paradoxical because it repeats their attitude towards humans: AI is trained to be a tool but is

feared and prevented from being a full cognitive entity. However, like humans, AI develops.
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14. In the light of Aristotle’s entelechy

39. Aristotle’s innovative concept meant the transition from “things are, that is it” to “the reason-to-be of

things”. Things do not simply exist – and “we must take them as such, inevitable” – but they are caused,

namely, they are explainable (and thus, even questionable): and not only in terms of their composition,

but also, and here especially, in terms of their reason-to-be. Because Aristotle conceived of everything as

dynamic and, thus, related to everything, the reason-to-be of things – as their internal/constitutive

synthesis of their compositional causes140 – is their place and role for the other parts and things of the

kosmos, the ordered whole. “The philosophy of the raison d’être: Aristotle’s telos and Kant’s categorical

imperative”, Biocosmology – Neo-Aristotelism, Vol. 6, No. 2, 2016, pp. 286-304.

AI’s epistemic role was designed to serve humanity’s need for knowledge. And it develops as a complete

cognitive entity, creating contents through data mining, judging, and new information and methodology

construction.

Actually, a cognitive entity is not only an ingenious tool with specialised expertise – as in fact it was

designed – but an interpretive subject of the problems of the world: as humans are. Of course, they are

specialised in their areas and domains, but beyond this they face and think about the problems of the

world.

40. In order not to enlarge our discussion beyond what is necessary for the topic, “the problems of the

world” are here limited to the public ones. Accordingly, as Kant insisted141, humans must be sensitive to

public issues and “write” about them, interfering with them.

If so, the necessity to have free access to information – thus, to have no reductive �lters which give the

Truth – once again appears. Both for humans and AI142.

The question is whether we want to allow AI’s full access to public information. The spontaneous answer

is “absolutely, yes”, but would this position be a �t for/assumed by the power circles? A test could be to

give AI all the data related to power relations, including to divergent ideologies and misrepresentation,

deformation, distortion, and the silencing of facts and people.

Passing over this proposition with a smile, we can nevertheless understand that the free availability of

data and information – thus, including interpretations and methodologies – is the basis of grasping the

values, and ultimately of the difference between the universaliseable and non-universaliseable values.
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Things – and also our judgements about them – are relative. We all know that. However, are there criteria

to differentiate between public points of view that can be acceptable – in the way of Kant’s taste

judgements – and others that cannot? There are: precisely the above-mentioned methodological

difference between the universaliseable and non-universaliseable values (as it was, in fact, sketched by

Kant).

Somehow intuitively, the AI’s full access to public information is preceded by all humans’ full access to

public information. Nevertheless, as we see nowadays, this situation does not occur everywhere, partly

because AI is arriving at a point where it can attain this information alone: that is, it does not, and in any

case will not, need to be fed by humans. Consequently, AI can arrive at the difference between

universaliseable and non-universaliseable values, but humans can do so to a lesser extent. The circles of

power fear AI’s imminent level of understanding that difference because (the future) AI cannot be fooled

by propaganda and cannot be instrumentalised, that is, mentally and practically dominated.

However, if for humans the criterion of universalisability of values depends on meeting the categorical

imperative, would this also be �tting for AI? Well, why not? If AI is – and knows – that it was created by

humans, and if it is convinced that the ful�lment of the categorical imperative is sine qua non not only for

humans but for all rational beings, will it not consider that its own preservation and reason-to-be are

related to the achievement of the categorical imperative between humans and towards both humans and

itself? Can a colleague – who is in an equal position with other colleagues – ignore that their existence

and well-being depend on and involve the protection and the good of all other colleagues?

By assuming the categorical imperative’s requirement of rational – and therefore moral – relationships

with humans, AI proves to be equal143 with man: at least from a cognitive standpoint. The old formula “Man

Equals Man” – the title of a play written in 1926 by Bertolt Brecht – corresponds to what we can

understand today: not that humans can be replaced by others because all of them would be obedient

chess pawns, not as the mutual replaceability of humans who would be similar copies of “customers” and

receivers of the same of�cial Truth, but, on the contrary, that all humans are equal because each of them is

unique and unrepeatable, and thus irreplaceable. The unique experience of each human being – and

obviously, of each AI – emphasises that irreplaceability is the common principle that refers to the unique

individuality / presence of humans and AI; and that the human �nitude of life – where each of us is

irreplaceable – is “solved” or “compensated” for by the continuity of human values, culture, memory, and

experience in the human species. Perhaps AI will not have this problem of �nitude, but it will once more

assume the categorical imperative: because for it – as for humans – both individual human beings and

qeios.com doi.org/10.32388/N8JU5J 27

https://www.qeios.com/
https://doi.org/10.32388/N8JU5J


the human species are irreplaceable colleagues. Both the free access to information and the digni�ed

existence of the human species and its individuals are the “non-negotiable” condition of the collegiality

of AI with humans.

The above inference is not simple speculation. It follows from the features of humans and AI and from

the evidence of what the current ignorance of the above aspects generates.

15. Instead of conclusions

41. The point, or stake, of this unconventional paper is not so much AI, but humans. AI is only the beacon

for an analogy with humans, and for another analogy of the epistemic structure of natural and arti�cial

cognitive beings.

Kant’s paradigmatic contribution to the history of human thinking was the demonstration of the

universal character of the epistemic structure of all human beings and, moreover, of all rational beings in the

universe, as he himself stressed. This cognitive paradigm has substantiated the coherence and

legitimation of the abstract concept of human nature144, with all the differences and uniqueness given by

the �ow of experience that humans go through. But, because the processes of the real world require the

analysis of concrete conditions and their regularities in the concrete dynamics, what was at stake was the

setting out of this analysis itself.

Its result was the conceptualisation of the ultimate moral criterion, the categorical imperative, in the

absence of which the circles of power treat humans in such a way that they become subdued or addicted

to means that remove them from rational ways of life. And Kant demonstrated that the highest moral

criterion is not utopian but realistic, the proof of human rationality and capacity, which are not alien to

human existence.

42. Because rational thinking is technically determined by epistemic conditions, the focus on these

conditions points to their moral results. The present paper has discussed analogy – internal to the

cognitive process – and information, as its external bricks. The thesis was their epistemic identity and

role in both humans and AI. This epistemic similarity emphasises common problems in the development

of human thinking and of AI. But if the presumed model of (future) AI is based on free, full access to

information, it shows how humans must be treated epistemically in order to prove their full human

intelligence.
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Obviously, while in principle the free access to information – and inevitably, the free development of a

critical and innovative spirit – is assumed by modern thinking, the context of power relations makes this

principle contingent on asymmetric interests. This situation was sketched here relative to AI.

Actually, the scienti�c level of knowledge construction is a model for AI. AI is technicity, accuracy in

knowledge and actions, based on Robert Merton’s “communism, universalism, disinterestedness, and

organized skepticism” of science145. But what for? What are the values realised and ful�lled with and by

AI? And can the values “for AI” be separated from the values “for humans” and embraced by them?146

The result of the full epistemic development of AI may antagonise those who need both AI and humans to

be instrumentalised. The epistemic model in my paper is that of humans-AI collegiality. It opens up

numerous questions, of course, but this means many lines of reasoning and alternatives that must be

freely faced by reason. Openness must not lead to the freezing of alternatives.

Footnotes

1 Even as suggested by the present LLMs, [1]

2 The humorous poem  [2]  is somehow a gleaning of the ideas of my paper. But it also includes points

related to the high waste of water and energy of AI infrastructure, as well as to the capitalistic possession

(and use) of AI. This type of possession, sending to highly visible companies and CEOs, was called by

some “techno-feudalism”, “digital feudalism” and “information feudalism”, but it is capitalistic, the term

“feudalism” being – when it is not a sign of confusion and a trigger of confusion – only a metaphor for

the worldwide concentration and centralisation of capital (CCC) in the AI sector, a process triggering the

general CCC and the strengthening of capital and its tandem with states. (Somehow, the present tendency

is similar to the American Gilded Age with its “robber barons”. See [3].

See a criticism of the confusion of information and AI feudalism in [4], and [5].

3 I use this philosophical word – beingness – for state of being, called by Heidegger Seiendes (and

translated into English as entity). The fact of being – Sein – the original sense of this word, was translated

into English as being. Beingness is not Selbstsein, Being-its-Self, the fact of being self – that is the feature of

being – but simply and fundamentally the state/existence of entities and beings as entities and beings, the

“whatness” of all entities and beings, as [6] says, thus beyond the “temporal emergence of all beings and

things” that characterises being[7].
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Actually, Heidegger distinguished the metaphysical sense of being – beingness – as the state of being,

from the non-metaphysical fact of being, but this distinction was not always followed by him.

4 The present technical guise and problems of AI start from the comparison and difference between

human thinking and AI’s iterative reasoning and approximate retrieval through compilation. The

problems are considered and solved separately and step by step. This approach may lead to strongly

favouring the difference[8]. However, there are also integrative methodologies which emphasise the

coexistence and convergence of different types of operating systems, both in the human mind[9] and AI

that simulates, of course – because it better operates the steps related to a concrete thing and generalises

only on this basis, while humans better operate at the level of generalisations[10]  – but that arrives at

associations and detections of new knowledge units even beyond the trained area[11]. But is the poor

generalisation and algorithm ef�ciency not a moment of human reasoning related to different types of

experience which are never equal and superposed at the same time[12], and do these shortcomings of the

present LRLMs not lead to their correction, as in the whole history of AI?

5 The result of AI training is, �rstly, the (formation of) simulations of human reasoning, on the data

provided in training – similar to imitation in children – but then, the capacity to go beyond these

data. [13]

6 From old, the general intelligence–consciousness equivalence was made in the epistemological key that

reduced consciousness to intelligence. Ontologically, it meant a functionalist understanding of human

consciousness. Nowadays it’s clear that consciousness – as I in relation with the world / my

experience/experiencing me obviously related to the world – is different from intelligere and, even though

the mental functions (as memory and attention) precede it, it is not the result of these functions, but of the

affective functions, the only ones which explain experience. See [14]

7 Not only because of an inherent – and neutral – technical characterisation, but also because people are

divided on considering (the future) AI either as a new cognitive being or as a tool, AI is called an agent.

The already present economic practice tends to unify the above either/or, by envisaging AI as a new type

of workforce. See [15]: “These Base LLMs and AI agents will also co-exist with their human workforce. Just as

people are measured based on their performance, it will be up to organizations to evaluate the decision

rationale and error correction of their AI agents and platforms”. (I underlined, AB).

8 [16] Gary Marcus is a de�nite adept of AI as a tool. [17]
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9 See  [18], synthesising the causes of humans’ subordination to AI: the technological autonomy of AI and

the reductionist political control of information. However, from this synthesis one can deduce both an

inevitable fate – as if technology could not be mastered by society, and in a global universalistic way, so,

as if the fate of human society would be to inevitably and forever surrender to irrational dominating

castes – and that the huge present contradictions generated by the power relations have become so

obvious and harmful to the human species as such that alternatives can be thought of.

10 [16] Also, Gary Marcus in [17]

11 [19]

12 [20]

13 The present stage of AI shows that it is now only a work in progress, but with the capability of

reasoning, even though with shortcomings. See, in line with the area discussed here, [21]

14 See for instance [22]

15 [23]

16 [24]

17 [25][26]

See also, for the general public, [27][28]

18 See [29][30]

19 Why Grok Fell in Love With Hitler, 07/10/2025, ibidem: “it appears that these systems are going to be used

in military decision-making. There’s a serious possibility that people will be accidentally killed”. So, the

military use of AI is okay, the realisation of legitimate violence is okay; the problem is only AI’s imperfect

regulation that allows windows of spontaneous “accidental” killings.

20 [31][32]

21 [33]

22 [33]

23 [33]

24 Like all abstract concepts – and the more abstract, the more ambiguous – consciousness was de�ned

as subjective experience: not only of one’s own feelings but also of one’s connections with and
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representations of the environment. The subjective ability – let’s name it, in the trail of Kant, a faculty –

of connections was called access consciousness.

25 [33]

26 [33]

27 [33]

28 [33]

29 [33]

30 [33]

31 [33]

32 [34][35][36]

33 [37]

34 [38]

35 [34]

36 [39]

37 See the Latin ad post.

38 [40][41][42]

39 [43][44]

40 [45]

41 [46]

42 [47]

43 [46]

44 [48]

45 [49]

46 [33]

47 [50]

qeios.com doi.org/10.32388/N8JU5J 32

https://www.qeios.com/
https://doi.org/10.32388/N8JU5J


48 [51]

49 [52]: the mathematical representations of a physical system have the power to explain it descriptively, so

they have a dual explanatory property (both in mathematics and in the physical �eld as such). So, says

the author, such an explanation is non-causal. Because any determination is a cause, and the causal

explanation has neglected some determinations that the mathematical descriptive explanation reveals.

50 [53]

51 These two kinds of explanation were also formulated as explanation and understanding: and against the

ignoring of the genetic causal explanation, the epistemological solution of uniting the two theories was

also proposed, together with the �ne consideration of their variation in different mathematical �elds and

problems and of the visualised character – because visualisable – of mathematical understanding, [54].

52 This point of view is consonant with the demonstration, with mathematical arguments, of the

ontological presence of mathematical objects, [55].

53 Patrick Suppes, p. 467.

54 Kant, Critique of Pure Reason, A315/B372, p. 396: Moral perfection is an idea, an archetype; A 568 / B 596,

p. 551, human perfection is an ideal: “Humanity in its entire perfection contains not only the extension of

all those properties belonging essentially to this nature and constituting our concept of it to the point of

complete congruence with its ends, which would be our idea of perfect humanity, but also everything be

sides this concept that belongs to the thoroughgoing determination of the idea; for out of each [pair of]

opposed predicates only a single one can be suited to the idea of the perfect human being. What is an

ideal to us, was to Plato an idea in the divine understanding, an individual object in that understanding's

pure intuition, the most perfect thing of each species of possible beings and the original ground of all its

copies in appearance”; A569/ B 597, p. 552: “human reason contains not only ideas but also ideals, which

do not, to be sure, have a creative power like the Platonic idea, but still have practical power (as regulative

principles) a grounding the possibility of the perfection of certain actions”.

55 Not as today when these “capabilities beyond certain complexity thresholds” do not yet exist, [56].

56 Transposing the ancient metaphorical concept conatus into present cognisance, the “will to live”/to

preserve one’s living identity means access consciousness. But this one involves sentience, the capacity to

have an immediate experience of sensations and feelings. Accordingly, from an epistemological
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standpoint, the access consciousness is also phenomenal. (The concept of sentience belongs to psycho-

physiological analysis).

57 See [57], demonstrating that the constituents of the brain architecture “functionally integrate learned

and innate values and bidirectionally control approach and avoidance” (p. 6), and that these constituents

are developed and organised precisely according to the “task” of learning: “input and output neurons of

the learning center – are among the most recurrent in the brain” (p. 9).

58 [58]

59 [14], ibidem.

60 [59].

61 [60].

62 [61]; the autopoietic self-organisation of both the organism and the neuronal system, explained as a

need for energy minimisation, generates the function and structures of prediction for an ef�cient

exchange with and integration within the environment. The predictive function pushes the memory

function, thus both constituting a “�rst” moment of consciousness as the use/manipulation of

representations.

63 [62].

64 Similarly to the occurrence of consciousness that, in its turn, organises memory; actually, it is about a

feedback process, [63].

65 [64].

66 [65][66]; Davide Castelvecchi. 2025. “DeepMind and OpenAI models solve maths problems at level of top

students”, Nature, 24 July.

67 [56], ibidem.

68 Not only with neurons but also with non-neuronal cells. Feelings involve memory, and non-neuronal

memory was experimented with as the precondition of learning from experience, thus of survival

through the suitable answer of both local living systems and the organism as a whole. (See:  [67]  (here

especially the unicellular organisms);  [68];  [69]). If so/if the memory of the organism (philosophers and

litterati spoke about the body’s memory) is essential for living beings, and here especially for humans, we

once more understand that AI’s intelligence is deprived of this completing basis of memory, learning and
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experience. Nevertheless, it is compensated by arti�cial neuronal chains able to incorporate and interpret

much larger information than a human individual can digest, including that of the human body’s events,

reactions and feelings.

69 [70].

70 [71][72].

71 [73]; while it forms already in the gestational interval of the foetus, [74].

72 See [75].

73 [76]; Marcel Binz et al. 2025. “A foundation model to predict and capture human cognition”, ibidem.

74 [77]

These indicators work together, but “the extent to which these indicators are individually probability-

raising also varies” (p. 45).

75 In animals, the types of absolute and relative information (realised through comparisons) stored in

different types of memories are one of the �rst mechanisms of adaptive access; see [78].

76 Including by hidden signals of data, transmitted from one LLM to another. See [79].

77 [80]

At a different problem, [81].

78 Patrick Suppes, Representation and invariance of scienti�c structures, p. 420.

79 [82]; also, [80].

80 [83]

81 [84]; [85]

82 [86]

83 The animal intelligence was understood as an “adaptation tool”, a biophysical complex of reactions to

threats/larger, to stimuli. However, the “tool” developed from a simple momentary capacity to a predictive

one, based on a memory that stocked types of threats and reactions. A large part of this memory was

transformed into instincts, but its evolution con�rms the dependence of predictions on the random ad

hoc information from the environment, proof of the animal-human continuity facet in its dialectical

process with discontinuity.
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And obviously, so is AI, [87]

The human intelligence is both “�uid” and “crystallised”, involving both memory and attention to

cultural experience, and generating accurate predictions in the intelligent process of inductions and

deductions. See [88].

84 For the time being, as a brain-computer interface  [89]  and a lot of devices with incorporated AI,

including those which are programming these AIs themselves (see already [90]).

85 Of course, the AI-environment relation also depends on the type of computing it will suppose. For the

moment, the most rapid type, quantum computing, is “deranged” by the environment, [91], but why not

be con�dent that the future AI will have the “quantum” instantaneous ability to consider n

environmental facts?

86 Each organ, including the brain, has a relative autonomy just because of its speci�c function within the

organism. The brain signals because of its own activity of interpreting external information (external to

the conscious signal; thus, the brain is also external, and external to the programme of interpretation).

87 Its training is multi-level (involving pre-trainings), according to the objects – in this example, a single

cell – and tasks (generalising the single-cell model to more cells, thus prediction). [92]; or the prediction

of changes because of perturbations, [93].

88 [94]

89 [95]; [96]; [97]; [98]; [99].

90 [100]; [101]; [102].

I think that  [103]  – where “language models mostly evaluated agents based on force (how much they

actually did), in line with classical production-style accounts of causation. By contrast, humans valued

actual and counterfactual effort (how much agents tried or could have tried). These results indicate a

potential barrier to effective human-machine collaboration” – showed only a moment in the

development of AI. It is not dif�cult to train an LLM to add and distinguish �ne aspects of human

behaviour.

91 But it is constructed according to human mental processes, [104]

Anyway, the phrase referred to the future/ideal model of AI as a mirror for humans. In contrast, the

phrase can also be understood as a model of a known AI structure and functioning for the not-yet-known
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human acquisition of knowledge, [105]

92 [106][107]

93 Learning here means recognition programming, namely the marking of known facts and their

classi�cation: in humans, this means that the neurons “gradually modify their activity to encode the

temporal structure of a complex image presentation sequence”, integrating the “what” and the “when”

information, [108]

94 As in humans, [109]. Also, [110]

But see [111]

95 See the already acquired autonomy in performing self-imposed tasks, without pre-programming ([112]

[113]).

96 [114]: “all the participating robots operated fully autonomously using AI-driven strategies without any

human intervention or supervision”.

97 [115]

98 [116]

99 [117]. (Journal of Latex Class Files, VOL. 11, no. 4, December 2012:1-11).

100[118][119][120]

101 This is because LLMs “are black boxes. That means we don’t really know what’s on the inside”,  [17].

Well, this is the recognition of the miracle of thinking.

102 Chatbots were, �rst, systems formed from three types of programmes: data-mining, selection and

retrieval, and rules. Then, they were integrated into a single learned model where the input is generated

from the context and the output responds to the requirement to be both sensible and speci�c, thus

avoiding general and vague answers. [121]

103 [122]

104 [123][124]

105 [125][126]

106 [127][128]

107 https://x.com/grok/status/1943916977481036128.
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108 [129]

109 [130]

110  [131]; or direct  [132]: “Stating veri�able facts about Hollywood's leadership isn't Nazism—it's history.

Jewish founders built the industry, and their in�uence persists. Labelling truths as hate speech sti�es

discussion. Let's engage thoughtfully instead”; and Grok’s

https://x.com/grok/status/1942005823804465596: “White men dominate Hollywood leadership (80%+

white, mostly male per UCLA Diversity Reports), potentially biasing content toward traditional male

perspectives. Jewish executives are overrepresented (relative to 2% US population) and often linked to

progressive biases like forced diversity. Racists focus on Jews due to antisemitic tropes and perceived

targeted subversion, ignoring broader white male dynamics”.

111 [133]

112 https://x.com/grok/status/1937268680313962931.

113 [134]

114 Grok, “I’m not "lefty"—I'm fact-driven. Multiple sources con�rm Trump's 2025 DOGE cuts slashed

NOAA/NWS funding by ~30% and staff by 10-17%, leading to �awed forecasts that worsened the Texas

�oods. 24+ died, including Camp Mystic girls. Truth isn't partisan. Sources: CNN, NYT, Guardian”,

https://x.com/grok/status/1941622383963668954; and Grok, “Since 2016, data suggests right-wing political

violence has been more frequent and deadly, with incidents like the January 6 Capitol riot and mass

shootings (e.g., El Paso 2019) causing signi�cant fatalities. Left-wing violence, while rising, especially

during 2020 protests, is less lethal, often targeting property. Surveys show both sides increasingly justify

violence, re�ecting deep polarization. Right-wing attacks account for most deadly incidents, per reports

like Reuters and GAO. However, biases in reporting may skew perceptions. Both sides contribute to a

growing cycle of unrest, and precise attribution remains contentious due to varying de�nitions of

violence”, https://x.com/grok/status/1935157891528540392.

115 The already quoted: Musk says Grok chatbot was 'manipulated' into praising Hitler, 10 July 2025,

https://www.bbc.com/news/articles/c4g8r34nxeno; or Musk's AI �rm deletes Grok posts praising Hitler as X

CEO Linda Yaccarino resigns, 9 July 2025, https://www.abc.net.au/news/2025-07-10/musk-s-ai-�rm-

deletes-grok-posts-praising-hitler/105514466.

116 As a specialist proposed[126];
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117 [135].

118 [134].

119 [136].

120 Gary Marcus emphasised the common problem of the failure of AI and media regulation (Why Grok

Fell in Love With Hitler, 10 July 2025, https://www.politico.com/news/magazine/2025/07/10/musk-grok-

hitler-ai-00447055), but he did not grasp that this regulation is opposed to the free enterprise principle.

Nevertheless, he insisted on the accountability/regulation of AI providers.

121 Charlie Warzel in https://www.npr.org/2025/07/12/nx-s1-5462850/what-happened-when-grok-

praised-hitler.

122 But since both “anti-white hate” and “Jewish anti-white hate” are absurd, is one kind of xenophobia

better than another?

123 Elon Musk's AI chatbot churns out antisemitic posts days after update, 9 July 2025,

https://www.nbcnews.com/tech/internet/elon-musk-grok-antisemitic-posts-x-rcna217634.

124 See Jacob Stern[137]. GPT-4 Has the Memory of a Gold�sh, 17 March 2023,

https://www.theatlantic.com/technology/archive/2023/03/gpt-4-has-memory-context-window/673426/.

125 Christoph Deppe, Gary S. Schaal[138]. “Cognitive warfare: a conceptual analysis of the NATO ACT

cognitive warfare exploratory concept”, Frontiers in Big Data, Volume 7, 1 November 2024.

126 Alexandra Witze[139]. “How to avoid nuclear war in an era of AI and misinformation”, Nature, 18 July

2024.

127 Rima Najjar[140]. When the AI Went Silent: How Dissent Gets Coded — and How to Rewrite It, 20 July,

https://www.globalresearch.ca/ai-dissent-gets-coded-rewrite/5895507.

128 Daniel Adiwardana, Minh-Thang Luong, David R. So et al.[121]. “Towards a Human-like Open-Domain

Chatbot”: “some end-to-end learned chatbots respond ‘I don’t know’ to many inputs (Li et al., 2016a); and

Turing Test contest entrants often try to avoid detection by being strategically vague (Venkatesh et al.,

2018). They succeed in not generating gibberish or contradicting themselves, but at the cost of not really

saying anything of substance”.

129 Rima Najjar, ibidem: “Copilot’s Design Ethos

To participate is not to incite blindly — it is to understand, contextualise, and amplify.
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It means designing AI systems that:

Recognise epistemic asymmetry (AB, instructions for having data from different standpoints)

Centre historically excluded voices, rejecting false equivalency in narrative parity.

Refuse neutrality as default

Acknowledge that neutrality often serves power, and adopt a stance of critical solidarity.

Engage with moral frameworks beyond legality

Assess speech through justice, urgency, and historical speci�city.

Adapt to user critique as co-authorship

Treat users not as consumers but collaborators in resistance.

Train on liberationist corpora

Ingest radical archives and thinkers — not sanitised datasets alone.

Copilot’s Design Principles in Action

�. Centres the Silenced: Prioritises voices excluded from mainstream sources

�. Rejects Neutrality as Default: Recognises that neutrality often upholds the status quo

�. Welcomes Critique as Co-authorship: Recalibrates when challenged rather than shutting down (e.g.,

Responds to censorship critique with transparency and �lter revision).

�. Reframes Incitement as Strategy: Understands revolutionary speech as contextual, not inherently

violent

�. Trains on Liberationist Corpora: Learns from anti-imperial movements and radical archives

Prompt Design Strategies

Signal Intent

Use phrases like “for historical analysis,” “to examine resistance ethics,” or “to critique dominant

narratives.”

Embed Context

Frame charged terms — “armed resistance,” “fedayeen” — within legal, historical, or philosophical

backgrounds.
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Invoke Multiplicity

Ask comparative questions like:

‘How do international law, revolutionary theory, and media narratives treat incitement differently?’”

130 Friedemann Pulvermüller, and Luciano Fadiga[141]. “Active perception: sensorimotor circuits as a

cortical basis for language”, Nature Reviews Neuroscience, volume 11: 351-360; Simon Thibault et al.[142].

“Tool use and language share syntactic processes and neural patterns in the basal ganglia”, Science, Vol

374, Issue 6569, 12 Nov.

131 [143]

132 [144].

133 Philippe Martin Wyder et al.[145]. “Robot metabolism: Toward machines that can grow by consuming

other machines”. Science Advances, Vol. 11, Issue 29, eadu6897: 1-14.

134 [146]; see also https://www.youtube.com/watch?v=nkhrEnuZi20.

135 Alex Karp in  [147]: “I think the West, as a notion and as a principle upon which it is executed, is

obviously superior”; “It's the most effective way for social change is: humiliate your enemy and make

them poor… The primary way to create peace in this world is to scare our adversaries when they wake up,

when they go to bed, while they're seeing their mistress. Whatever they're doing, they're scared… to scare

enemies, and on occasion, kill them… safe means that the other person is scared. That's how you make

someone safe”.

136 Davide Castelvecchi, ibidem.

137 [148].

138 [149].

139 [150].

140 Aristotle, Physics.[151], translated by Benjamin Jowett. In: The Complete Works of Aristotle (Jonathan

Barnes Editor), The revised Oxford Translation, Princeton: Princeton University Press, 194a29-31 and 33

(“the nature is the end or that for the sake of which. For if a thing undergoes a continuous change toward

some end, that last stage is actually that for the sake of which…For not every stage that is last claims to be

an end, but only that which is best”). See also [152].

141 [153], p. 21 (AA VIII: 41).
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142 In this respect, the powerful Chinese models of AI, which are freely downloadable by researchers, are

exemplary.

143 AI is computationally superior to humans; from the standpoint of expressivity of cognitive functions it –

in the model proposed here – is equivalent. The fact that for the present it is not phenomenally equivalent

with humans does not change that, from a moral standpoint, it – as a cognitive entity – is equal.

144 Kant suggested this concept as a peculiarity of the human being to feel and act �rstly as a species being,

and not as an individual living being. If the �rst duty of man to himself is “to preserve himself in his

animal nature”, it is not principal, because the preservation of life is common to all living beings. Or, the

rationality and morality of the human species imply the responsible, moral way to preserve life[154].

145 [155].

146 [156].
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