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Current methods for extracting intrinsic image components, such as re�ectance and shading,

primarily rely on statistical priors. These methods focus mainly on simple synthetic scenes and

isolated objects and struggle to perform well on challenging real-world data. To address this issue, we

propose MLI-NeRF, which integrates Multiple Light information in Intrinsic-aware Neural Radiance

Fields. By leveraging scene information provided by different light source positions complementing

the multi-view information, we generate pseudo-label images for re�ectance and shading to guide

intrinsic image decomposition without the need for ground truth data. Our method introduces

straightforward supervision for intrinsic component separation and ensures robustness across

diverse scene types. We validate our approach on both synthetic and real-world datasets,

outperforming existing state-of-the-art methods. Additionally, we demonstrate its applicability to

various image editing tasks. The code and data are publicly available at

https://github.com/liulisixin/MLI-NeRF.
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Figure 1. Given real-world images from ReNe dataset[1] (a), our method learns the neural radiance �elds that

enable novel view synthesis and relighting (b), and intrinsic decomposition (c) simultaneously. Image editing

applications (d) can also be employed, such as re�ectance editing, re�ectance editing plus relighting or

shading editing (simulating two lights).

1. Introduction

Neural radiance �elds (NeRF) have enabled signi�cant strides in novel view synthesis (NVS)  [2]

[3]  including efforts towards scene editing  [4], such as recoloring  [5]  and relighting  [6][7]. Scene editing

becomes easier when the scene can be decomposed into editable sub-attributes. There are two related

approaches to scene editing [8]: inverse rendering and intrinsic image decomposition.

The �rst approach  [9][10][11][12]  integrates inverse rendering with neural rendering methods for scene

decomposition. They often employ the BRDF  [13]  to model material properties and jointly optimize

geometry, materials, and environmental lighting. However, inverse rendering presents a highly ill-posed

challenge: separating material properties and illumination in images often yields ambiguous results, and

tracing light within scenes is computationally intensive. These factors limit inverse rendering to object-

speci�c scenarios. The second approach  [5][14][15], based on intrinsic image decomposition  [16], aims to

provide an explainable representation of a scene in terms of components such as re�ectance and shading.

In general, intrinsic image decomposition is more applicable to a broader range of scenarios, including

individual objects and more complex scenes with backgrounds. While IntrinsicNeRF [5] has pioneered the

integration of intrinsic decomposition within NeRF, it has not fully leveraged the 3D information

available through neural rendering.
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Mineralogists illuminate their specimens from different angles to reveal their features. Similarly, varying

the light source position is essential for uncovering the intrinsic details of a scene. We aim to enhance

intrinsic decomposition quality and expand scene editing capabilities by leveraging multiple light

sources to build an intrinsic-aware NeRF. The connection between varying lighting conditions and

intrinsic decomposition has been discussed for 2D images[17][18], but not yet in neural rendering, even

though there is interest in relighting using neural rendering[7][19].

In this paper, we introduce MLI-NeRF, a two-stage method to learn an intrinsic-aware NeRF. In Stage 1,

we extend NeRF to incorporate light position information and learn a relightable scene using images

captured from various camera angles and light source positions. In the subsequent post-processing, we

begin by obtaining normals and light visibility maps for images under multiple lighting conditions using

the model from Stage 1 and sphere tracing[20]. We then generate pseudo shadings from the normals, light

rays, and light visibility maps. Finally, for each camera pose, pseudo re�ectance is generated by

combining cues from multiple lighting conditions. In Stage 2, we make our model intrinsic-aware by

introducing additional modules for re�ectance and shading while restricting light position input to the

shading module only, ensuring the independence of the re�ectance and light. In this paper, we forego

potentially oversimplifying statistical constraints on various illumination-related factors in recent

work[5][18][14][21]  to instead use the physics-based disentanglement of re�ectance and shading and

achieve high-quality results.

As illustrated in Fig. 1, our method achieves high-quality intrinsic decomposition results (Fig. 1(c)), as well

as NVS and relighting results (Fig. 1(b)). It also enables applications such as re�ectance editing, relighting,

and shading editing (Fig. 1(d)). Furthermore, our method is applicable across various datasets, including

the object-only synthetic NeRF[2] dataset, the real object dataset[22][7], and the ReNe[1] dataset with real-

world full scenes. Our contributions are summarized as follows:

A novel intrinsic-aware NeRF model that integrates multiple light information, enabling applications

such as NVS, lighting modi�cation, and scene editing.

A method that separates intrinsic components by using supervision from generated pseudo intrinsic

images. We introduce straightforward physics-based constraints to eliminate the need for statistical

priors required by traditional approaches. Our method ensures robustness across various scene types.

Experimental results across three different datasets demonstrate our method’s superior performance

in intrinsic decomposition compared to existing state-of-the-art methods, showing advancements
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not only in synthetic object-only scenes but also in challenging real scenes with backgrounds and cast

shadows.

2. Related Works

Intrinsic decomposition.

Intrinsic decomposition is a classical challenge in computer vision[16], with much of the previous

research focused on the 2D image[15][14][23][24]. A key dif�culty in this area is the scarcity of real datasets,

which need complicated and extensive annotation. This limitation has spurred interest in semi-

supervised and unsupervised techniques[17][18][25]. IntrinsicNeRF[5]  has been a pioneer in applying

intrinsic decomposition to 3D neural rendering. Similar to previous unsupervised methods in 2D, it

utilizes statistical priors, including chromaticity and semantic constraints, for guidance. However, these

constraints do not accurately re�ect physical principles and often fall short in complex scenarios. Our

approach leans on 3D information and physical constraints (e.g., variations in illumination) to achieve

superior results.

Relighting.

Relighting has recently garnered attention from various perspectives within the �eld[26]. Data-driven

approaches have been explored, with research focusing on portrait scenes[27][28][29][30][31] and extending

to more complex scenarios[32][33][34][35][36]. Kocsis et al.[37] have also investigated lighting control within

diffusion models, enabling the generation of scenes under varying lighting conditions. Meanwhile,

relighting has also received widespread attention within the �eld of neural rendering[38][22][7][1],

achieving impressive relighting outcomes within individual scenes. Among them, Toschi et al.

[1] proposed the ReNe dataset, which consists of images captured with various cameras and light poses

under controlled lab conditions. Zeng et al.[7]  enhanced NeRF relighting with visibility and specular

hints. Chang et al.[39] proposes a method of outdoor scene relighting, and they use locations and time to

collect the direction of sunlight as input. However, the potential of using information from multiple lights

for 3D scene understanding remains unexplored.
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Inverse rendering.

Inverse rendering[8]  is an alternative approach to recovering the fundamental properties of a scene,

which aims at extracting the geometry materials, and lighting of a 3D scene. Recently, the study of

inverse rendering methods based on NeRF has become a popular topic. NeRFactor[12]  introduced a

method to improve the geometric quality of NeRF and incorporated a data-driven BRDF prior. More

methods have been developed to address the scenes with different light conditions, including �xed

illumination conditions[40], varying light sources[41][42]. Invrender[10] proposed a method for predicting

indirect light. L-Tracing[20]  introduced an ef�cient algorithm for estimating visibility without training.

SIRe-IR[11]  introduced a method for high-illuminance scenes, addressing the issue where previous

methods struggled under prominent cast shadows. Liu et al.[43]  propose the OpenIllumination dataset

with multi-illumination, which focuses on inverse rendering evaluation on real objects. However, inverse

rendering methods are primarily based on individual objects and are challenging to extend to large,

complex scenes, such as those with backgrounds.
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3. Method

Figure 2. Illustration of the Framework. In Stage 1, we introduce light position as input to extend NeRF for

multi-light implicit representation (top left). Following Stage 1, three post-processing steps are applied to

generate pseudo labels for re�ectance and shading using the proposed physics-based pipeline (right). In Stage

2, we train the intrinsic-aware NeRF based on the model from Stage 1 and the pseudo labels from post-

processing (bottom left).

We propose a two-stage method, with the overall framework illustrated in Fig.  2. In previous inverse

rendering methods[10], accounting for indirect illumination and shadow has been a critical challenge. Our

strategy is to leverage multiple lighting conditions to make the corresponding information more

accessible. In the �rst stage, we train our model to represent scenes under varying camera positions and

lighting conditions, enabling NVS and lighting modi�cation. In the subsequent post-processing, we use

the model from Stage 1 to generate pseudo intrinsic images of re�ectance and shading for each image.

Speci�cally, pseudo shadings are derived from normals and light visibility, while pseudo re�ectance is

obtained by dividing the image by the shading. Leveraging multiple lighting conditions allows us to

effectively gather more detailed information about the scene, thus resulting in high-�delity pseudo

labels. In Stage 2, we retrain the network with added modules for predicting re�ectance and shading,

restricting light information input solely to the shading module. Pseudo images guide the separation of

intrinsic components in this phase.

qeios.com doi.org/10.32388/OQFE20 6

https://www.qeios.com/
https://doi.org/10.32388/OQFE20


3.1. Preliminaries

Some traditional methods decompose images into re�ectance and shading[16][14][44], primarily targeting

diffuse components. Since the real world contains many non-diffuse effects, recent approaches[8][5] add a

residual term to account for discrepancies. We follow this setup and model intrinsic decomposition as

follows:

where  ,    and    denote Re�ectance, Shading and Residual, respectively. Additionally, following the

Lambert’s cosine law, a shading can be computed using the following formula:

where   is the normal ray and   is the light ray. This physical illumination model guides our following

pseudo shading generation and intrinsic-aware NeRF training.

3.2. Stage 1: Neural Multi-Light Implicit Representation

We follow the structure of Neuralangelo[3], which achieves promising results in both small and large

scenes. It uses 3D hashing encoding combined with Signed Distance Function (SDF)[45] to represent the

implicit geometry, and then employs an MLP to model the color information. The original Neuralangelo

does not support light position as an input, so, besides the original MLP input, we incorporate the light

position encoded with spherical encoding as an additional input. We illustrate Stage 1 in Fig. 2 (top-left),

with formulas as follows:

where    is the geometry network that predicts SDF and    is the color network.    is the

spatial position,    and    are the normal and the features from the SDF network,    is the view

direction, and   is the light position. Following[3], the loss for Stage 1 is:

where    is the loss of the rendered image,    represents the Eikonal loss[46], and    is the

curvature loss[3]. The terms   and   are the corresponding weights.

I(i, j) = R(i, j) ⊗ S(i, j) + Re(i, j) (1)

R S Re

S = ⋅N ⃗  L⃗  (2)

N ⃗  L⃗ 

sdf = f(x),  c = (x, n, feat, d, l)MLPcolor (3)

f(⋅) (⋅)MLPcolor x

n feat d

l

= + +LS1 wrgbLrgb weikLeik wcurvLcurv (4)

Lrgb Leik Lcurv

weik wcurv
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3.3. Post-processing: Physics-based Pseudo Label Generation

Here we propose a post-processing that generate pseudo labels for re�ectance and shading in three steps,

as illustrated in Fig.  2 (right). It starts with generating pseudo shading from the normal and the light

visibility. We then generate pseudo re�ectance using multi-light shadings and images.

Step A. We derive the normal from the gradient of the SDF network. The geometry network also provides

depth information which is used to estimate the intersection points in conjunction with sphere

tracing[20]. Light visibility, denoted as  , which indicates whether a point is directly illuminated, is

obtained by sphere tracing based on the light position and intersection points.

Step B. Since the Eq. (2) does not consider occlusion and other effects, the generation of pseudo-shading

in our implementation follows the formula:

where    represents gamma correction, and    denotes pixel-wise product. This gamma correction is

essential to adapt to the nonlinear representation of digital images. All image sensors introduce a gamma

correction to accommodate the light integration to the nonlinear perception of brightness in the human

eye. Since our pseudo-shading is directly created from the 3D world, we need to introduce the sensor

representation.

Step C. This step entails inferring high-�delity pseudo re�ectance from multiple pseudo shading. We use

the equation   as a simpli�ed version of Eq. (1) ignoring at this point the residual component

that mainly entangles specular and undirected light components.

Our method in this step leverages the trained model from Stage 1 to generate multiple images under

different direct light conditions, each accompanied by its corresponding pseudo shading. The �owchart

is shown at the right bottom in Fig.  2, and Fig.  3 illustrates the images during the calculation. By

calculating  , we can compile the re�ectance information for every pixel from multiple light

conditions while diminishing the in�uence of the entangled indirect light. To generate a unique

re�ectance from multiple pseudo shading, we use the K-means algorithm[47]  at the pixel level,

incorporating the weights of each pseudo shading to select the most probable pseudo re�ectance. This

approach allows us to achieve a merged re�ectance under varied lighting conditions.

However, some regions within the merged re�ectance may appear as holes due to the absence of direct

illumination in all lighting conditions. We address these areas with a �lling strategy. We compute a

V

= (max( ⋅ , 0) ⊗ VS ∗ N ⃗  L⃗  )γ (5)

(⋅)γ ⊗

R = I ⊘ S

R = I ⊘ S
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weighted distance between hole pixels and non-hole pixels, considering their spatial distance in the

image, the angular difference of their normals, and the color difference in the RGB image. Then, we

assign the color of the nearest non-hole pixel, based on this weighted distance, to the hole pixel. In fact,

our �lling strategy is a rough supplementary approach with minimal impact on the overall results. Under

the multi-light setting, the hole regions are typically small. Additionally, we reduced the weight of the

hole regions during subsequent training.

After our proposed three-step post-processing, we achieve the �nal pseudo re�ectance, as shown in

Fig.  3. Our pseudo re�ectance offers a straightforward basis for disentanglement and has proven to be

more reliable in guiding the following training stage compared to the previous statistical priors.

Additionally, we compute weight maps    and    for both pseudo re�ectance and pseudo shading

based on the edges of pseudo shading and visibility. Areas with higher pseudo shading values, or those

further from visibility edges (where visibility calculations may be prone to errors), exhibit greater

credibility in their pseudo labels; conversely, areas closer to visibility edges or with lower pseudo shading

values are deemed less reliable.

Figure 3. Illustration of the pseudo re�ectance generation process in the post-processing.

3.4. Stage 2: Intrinsic-Aware NeRF

As illustrated in Fig. 2 (bottom-left), we use high-�delity pseudo intrinsic images to guide the intrinsic

decomposition learning. Expanding the model from Stage 1, we add two extra MLPs dedicated to

generating re�ectance and shading outputs, while the geometry network is frozen. Compared to the 

 in Eq. (3), these two MLPs receive different inputs. Since re�ectance is independent of lighting,

the   does not take the light position as input. Additionally, both re�ectance and shading are

diffuse components, and a diffuse re�ecting surface exhibits Lambertian re�ection, indicating that it

WR WS

MLPcolor

MLPreflectance
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maintains equal luminance when observed from any direction. Therefore, view poses are also excluded

from both of their inputs. The formulas are as follows:

where   is the spatial position,   and   are the normal and the features from the SDF network, and   is

the light position.

After volume rendering, we obtain RGB images, along with re�ectance and shading. Subsequently, the

residual is derived from Eq. 1. During training, the pseudo labels impose constraints on re�ectance and

shading:

where    and    represent the predicted re�ectance and shading, respectively, and    and    are their

corresponding pseudo labels.    and    represent weight maps for re�ectance and shading, derived

during pseudo label generation. As demonstrated in[5], the diffuse components dominate the scene, so it

is crucial to prevent the training from converging to undesirable local minima (e.g.

). Therefore, we introduce a regularization term for   to ensure that the image is

primarily recovered through   and  :  .

Finally, the Stage 2 loss is the weighted sum of:

where  ,   and   are the corresponding weights.

r = (x, n, feat)MLPreflectance

s = (x, n, feat, l)MLPshading

(6)

x n feat l

= ⋅ + ⋅Lintrinsic WR ∥ − ∥R̂ R∗
1 WS ∥ − ∥Ŝ S ∗

1 (7)

R̂ Ŝ R∗ S ∗

WR WS

R = 0,S = 0,Re = I Re

R S =Lreg ∥ ∥Rê 1

= + +LS2 wrgbLrgb wintrinsicLintrinsic wregLreg (8)

wrgb wintrinsic wreg
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4. Experiments

Method Light Setting

Re�ectance Shading

PSN SSIM LPIP MSE PSNR SSIM LPIPS MSE

InvRender Single 16.59 0.8228 0.1807 0.0271 — — — —

TensoIR Single 18.50 0.8518 0.1544 0.0213 — — — —

IntrinsicNeRF Single 18.02 0.8353 0.2142 0.0226 19.02 0.8660 0.1476 0.0168

Ours Single 22.44 0.9012 0.0950 0.0072 24.39 0.9188 0.0843 0.0049

TensoIR Multiple 22.70 0.8800 0.1450 0.0087 — — — —

Ours Multiple 24.40 0.9357 0.0582 0.0051 23.44 0.9225 0.0798 0.0055

PIE-Net Random 19.59 0.8708 0.1298 0.0153 20.03 0.8868 0.1653 0.0133

Ordinal Random 18.14 0.8716 0.1251 0.0191 16.80 0.8717 0.1679 0.0293

Ours Random 25.48 0.9420 0.0515 0.0041 22.90 0.9024 0.1049 0.0072

Table 1. Quantitative results of the intrinsic decomposition on the Synthetic Dataset. We compare different

methods under three light settings: single, multiple, and random. Our method outperforms other methods in

all settings. Best results are marked in bold, second best results are underlined.

We quantitatively and qualitatively validate our method and compare it with other approaches, including

traditional learning-based intrinsic decomposition methods and neural rendering methods. The

comparison encompasses intrinsic decomposition and NVS with relighting. For data-driven methods, we

select PIE-Net[15]  and Careaga et al.[14]  (hereafter referred to as Ordinal). For NeRF-related methods, we

choose InvRender[10], TensoIR[9], and IntrinsicNeRF[5]. Among these, InvRender and TensoIR are inverse

rendering methods, while IntrinsicNeRF is an intrinsic decomposition method. Additionally, we select

NRHints[7], a method focused on relighting, to validate our relighting performance.

↑ ↑ ↓ ↓ ↑ ↑ ↓ ↓
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4.1. Datasets

Our experiments are conducted on three datasets, each containing four scenes.

Synthetic Dataset.

It contains synthetic data based on Blender, inspired by the synthetic dataset designed by NRHints[7] for

relighting. Some scenes in this dataset are derived from NeRF[2]. Since the original dataset does not

include ground truth (GT) for intrinsic decomposition, we re-render the data in Blender and export these

quantities. Each scene comprises 500 images for training, 100 for validation, and 100 for testing,

including intrinsic components for each image. The selection of light positions and camera poses follows

the setup described by Zeng et al. [7], with both distributed across a hemispherical space above the scene.

The light position and camera pose for each image are randomly and independently selected.

Real Object Dataset.

It includes real objects from the object relighting dataset collected by [22][7], featuring various viewpoints

and lighting conditions. The training set size varies from 500 to 2000 images per scene.

ReNe Dataset.

ReNe dataset[1], unlike most datasets used in previous inverse rendering research, contains complete

real-world scenes with backgrounds. Notably, the camera poses and light positions in this dataset are

concentrated in a speci�c direction rather than evenly distributed across 360 degrees, which poses

challenges for both reconstruction and intrinsic decomposition. This real dataset features 2000 images

across scenes, captured from 50 viewpoints under 40 lighting conditions, with lighting and camera poses

grid-sampled. Following the dataset split, we use 1628 images (44 camera poses   37 light positions) for

training. Since the test set is not publicly available, we use the validation set for inference.

4.2. Lighting and Camera Views Settings

In this section, we further clarify the lighting and camera view setups in our experiments.

Grid-sampled or non-grid-sampled.

In the ReNe dataset, camera views and light positions are grid-sampled. In contrast, the Synthetic and

Real Object Datasets use independently sampled views and lights. We denote this as non-grid-sampled.

×
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This difference does not affect Stage 1 training but in�uences the post-processing of Stage 1 (Fig.  2),

where we merge results to generate pseudo re�ectance.For grid-sampled setups, all light positions are

used. For non-grid-sampled setups, because the number of possible light positions is large, four light

positions are randomly selected, which our experiments indicate is suf�cient.

Additional Lighting Setups for Better Comparison.

Previous methods often struggle with varying lighting conditions. InvRender[10]  and

IntrinsicNeRF[5] operate under single lighting conditions, while TensoIR[9]  supports multiple lights but

recommends around four, which cannot handle hundreds of light positions. We introduce two additional

settings to better compare intrinsic decomposition methods and examine the impact of different light

positions: single light (one �xed position) and multiple lights (four �xed positions). TensoIR occasionally

failed with four lights, so we used three instead in this case.

For the Synthetic Dataset, the original setting is referred to as random lights. We re-render scenes in

Blender for the single and multiple light tracks, maintaining the same image counts and random seed for

camera views. For the ReNe Dataset, the original setting is denoted as all lights. We selected 1 light

condition as the single light track and 4 light conditions as the multiple lights track, thereby the training

sets respectively contain   and   images. Notably, the single light setup serves as an extreme

condition, diverging from our intent of utilizing multi-light information. This track was designed for fair

comparison with other methods and to highlight the importance of multi-light information in intrinsic

decomposition.

4.3. Implementation Details

Our model’s hyperparameters include a batch size of 2048 and each stage is trained for 500k iterations.

We implement the model in PyTorch and use the AdamW[48] optimizer with a learning rate of   for

optimization. The experiments can be conducted on a single Nvidia RTX 3090. The training time of Stage

1 follows the training time of Neuralangelo[3], and Stage 2 takes 19 hours. The weights of losses,  , 

,  ,   are set to  ,  ,  , and  , respectively. To evaluate the comparison between

predicted images and GT, we employ the following metrics: Peak Signal-to-Noise Ratio (PSNR), Structural

Similarity Index (SSIM)[49], Learned Perceptual Image Patch Similarity (LPIPS)[50]  and Mean Squared

Error (MSE).

44 × 1 44 × 4

1e−3

weik

wcurv wintrinsic wreg 0.1 5e−4 1.0 1.0
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4.4. Results on the Synthetic Dataset

Figure 4. Qualitative Results on the Synthetic Dataset with all settings. The same GT re�ectance applies

across all settings, but GT shading differs due to varying light positions. Here for brevity, only the shading

under the Random Lights setting is shown. Compared to other methods, our approach predicts the best

re�ectance and effectively handles cast shadows.

Comparison with SOTA.

Table 1 presents the quantitative comparison of intrinsic decomposition on all methods and light

settings. Since the sequence of camera poses is the same across all settings when generating the dataset,

the re�ectance GT remains consistent, allowing for direct comparison. Our method outperforms existing

methods in predicting re�ectance for each light setting, with the best results under the random setting.

Due to the different shading GTs, the comparisons are conducted separately. Our method also achieves

the best results across all settings. A qualitative comparison is shown in Fig. 4. The single light setting

demonstrates that under challenging lighting conditions, such as those with pronounced cast shadows,

all methods struggle to achieve consistently good results. This indicates that using multi-light

information is a practical approach. However, our method still achieves the most meaningful results in

the single light setting of the FurBall scene. In the other two settings, our approach also demonstrates

signi�cantly better performance, producing high-quality re�ectance and shading results, effectively

handling cast shadows.
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Comparison across different light settings.

As shown in Table 1 and Fig. 4, both TensoIR and our method exhibit improved performance as the

number of light positions increases. This observation aligns with the �ndings mentioned in the

TensoIR[9]. Additionally, the results in Fig. 4 demonstrate that our method’s performance under the

multiple light setting (4 lights) is very close to that of the random light setting.

NVS and relighting analysis.

Table 2 shows the quantitative results of NVS and relighting. Since the lights are �xed and known under

the Single and Multiple light settings, the results pertain only to NVS, where our method achieves the

best performance. Under the Random setting, the results re�ect both NVS and relighting, where our

method shows comparable performance to NRHints[7].

Light Setting PSNR SSIM LPIPS MSE 

InvRender Single 23.99 0.8760 0.1109 0.0051

TensoIR Single 35.00 0.9761 0.0343 0.0019

IntrinsicNeRF Single 34.53 0.9794 0.0137 0.0005

Ours Single 37.51 0.9878 0.0099 0.0003

TensoIR Multiple 33.19 0.9645 0.0503 0.0022

Ours Multiple 36.12 0.9836 0.0135 0.0003

NRHints Random 32.79 0.9674 0.0369 0.0007

Ours Random 31.20 0.9619 0.0354 0.0010

Table 2. Quantitative results of the NVS and relighting on the Synthetic Dataset.

4.5. Results on the Real Object Dataset

Results on the Real Object Dataset allow us to con�rm a quite accurate qualitative performance of our

intrinsic decomposition. In Fig.  5(a) we show a comparison of our method versus SOTA. Our RGB-

rendered images are similar to NRHInts[7]  and our estimations for Re�ectance and Shading can be

↑ ↑ ↓ ↓
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compared to PIE-Net[15] and Ordinal[14]. In particular, we want to highlight our estimation of re�ectance

that does not present any remaining shading effect with respect to the rest of the methods, restoring the

vibrant colors of the objects and achieving signi�cantly better results. In Fig.  5(b) we add two more

examples where we zoom out two details. At the top is a hole through which our method estimates the

texture of the support surface, and at the bottom, it gets a proper re�ectance from a strong cast shadow.

Our shading presents a better disentangling from re�ectance than the rest of the methods. Although we

can show a clear overall improvement, some limitations can still be observed from some dif�cult areas

that remain hidden from any camera point of view and light source, as we can see in the unremoved

shadow we have under the object’s tail of the top zoomed window.

Figure 5. Qualitative Results on the Real Object Dataset. (a) Our method compared with NRHints for the

rendered image, and PIE-Net and Ordinal for intrinsic decomposition. (b) Our re�ectance estimation for two

different scenes, with zoomed-in views on the object hole and cast shadow area.
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4.6. Results on the ReNe Dataset

Figure 6. Qualitative Results on the ReNe Dataset. We show the re�ectance estimation for a reference view

across all settings.

The ReNe dataset presents a signi�cant challenge for previous methods due to its full scenes with

backgrounds and camera poses that are mostly concentrated in a speci�c area rather than being

distributed 360 degrees around the scene. The quantitative results of NVS in Table  3 also demonstrate

that our method gets the best results in all settings across all metrics.

Light Setting PSNR SSIM LPIPS MSE 

TensoIR Single 24.57 0.6063 0.1912 0.0040

IntrinsicNeRF Single 24.10 0.4009 0.5392 0.0039

Ours Single 27.63 0.7210 0.1136 0.0019

TensoIR Multiple 26.44 0.6743 0.1572 0.0028

Ours Multiple 27.71 0.7377 0.1078 0.0018

Ours All 27.48 0.7300 0.1113 0.0019

Table 3. Quantitative results of the NVS and relighting on the ReNe Dataset.

The results from the single light setting (left of Fig. 6) show that all methods struggle to achieve good

performance; however, our method produces meaningful results in the �rst and third scenes. The other

↑ ↑ ↓ ↓
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neural rendering methods, TensoIR[9]  and IntrinsicNeRF[5], fail to achieve correct decomposition,

primarily attributed to the failure in distinguishing intrinsic components and also the dif�culty in scene

reconstruction. In the multiple light setting(middle of Fig. 6), TensoIR incorrectly leaks multiple shading

components into the re�ectance. In contrast, our method successfully combines multiple lighting

conditions to produce clean re�ectance. In the all lights setting, our method achieves superior results,

outperforming both PIE-Net[15]  and Ordinal[14], achieving sharp texture edges, vibrant colors, accurate

shadow elimination, and precise background reconstruction. For more results, please refer to the

supplementary material.

5. Conclusion

We propose MLI-NeRF, a Multi-light Intrinsic-aware Neural Radiance Field. MLI-NeRF generates pseudo

intrinsic images for scenes under different lighting conditions, enabling the learning of intrinsic

decomposition without intrinsic GT. Our experiments demonstrate that our method achieves excellent

performance across different types of scenes. Our approach relies on fundamental physical principles,

highlighting its potential applicability in more complex scenes. Our method enables the simultaneous

synthesis of novel views, relighting, and intrinsic decomposition, providing a versatile tool for various

editing applications, such as re�ectance and shading modi�cation.

Limitations and Future Work

One limitation of our method is the need to know the light positions. As noted in our related works, many

methods have proposed ways to obtain light pose information when capturing custom data. These

include recording the camera pose �xed with the light source[6][7] and using the time of day to determine

the sun’s angle in outdoor settings[39]. Another limitation is the computational ef�ciency: training the

Stage 1 model based on Neuralangelo[3] takes around 40 hours, with Stage 2 retraining adding another 19

hours. In fact, our method is applicable to different similar baselines, and we plan to migrate to a more

ef�cient base architecture in the future.

Supplementary Material

In this supplementary material, we present the following:

�. More results on the Synthetic Dataset.

qeios.com doi.org/10.32388/OQFE20 18

https://www.qeios.com/
https://doi.org/10.32388/OQFE20


�. More results on the Real Object Dataset.

�. More results on the ReNe Dataset.

We have also submitted a supplementary video to showcase the results of our method on all datasets.

More results on the Synthetic Dataset

From Fig.  7 to Fig.  10, we present additional qualitative results with all settings including Single Light,

Multiple Lights, and Random Lights on the Synthetic Dataset.

In the Synthetic Dataset, we conduct experiments on four scenes: Hotdog, FurBall, Drums, and Lego.

Across all scenes, we observe that under the original Random Lights setting, our method achieves best

results, closely matching the GT. The predicted re�ectance and shading are signi�cantly better than

those of PIE-Net[15] and Ordinal[14], and the relighting results are comparable to NRHints[7].

Under the Single Light and Multiple Light settings, we compare our method with additional approaches.

In the Single Light setting, all methods struggle to consistently produce good intrinsic images,

particularly in separating cast shadows. However, our method successfully removes most cast shadows

in the predicted re�ectance for scenes like FurBall, Drums, and Lego, outperforming other methods. This

underscores the importance of multi-light information for intrinsic decomposition.

In the Multiple Lights setting (with four different light positions), our method achieves satisfactory

results, very close to the GT and the Random Lights setting, demonstrating that four different light

positions are suf�cient for our method to perform well. Under the same setting, TensoIR[9]  fails to

produce satisfactory results, with residual cast shadows mixing into the re�ectance.

Overall, since the camera view used in comparisons is the same, the re�ectance should have the same GT

across all settings. Our predicted re�ectance consistently outperforms others in comparisons within the

same rows, while also showing improvements as the number of light positions increases.

qeios.com doi.org/10.32388/OQFE20 19

https://www.qeios.com/
https://doi.org/10.32388/OQFE20


Figure 7. Additional Qualitative Results on the Synthetic Dataset. (Hotdog)
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Figure 8. Additional Qualitative Results on the Synthetic Dataset (FurBall). However, it is worth noting that in

the GT, the shading of the ground in this model was not correctly rendered in Blender. Our method under the

Random Lights setting achieved the most reasonable results.
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Figure 9. Additional Qualitative Results on the Synthetic Dataset. (Drums)
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Figure 10. Additional Qualitative Results on the Synthetic Dataset. (Lego)

More results on the Real Object Dataset

We present different results for the 4 scenes of the Real Object Dataset, including Fish, Pikachu, Pixiu, and

FurScene[22][7]. In Fig. 11, we show additional results on further scenes. In Fig. 12, we present the results

of re�ectance and shading from multiple camera views and light positions to demonstrate the coherence

of the approach.
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In Fig. 13 and Fig. 14, we zoom in on certain areas to show more details of the results. For re�ectance, we

want to highlight rows (c) and (d), where our re�ectance shows very promising results. In (c), our

approach correctly estimates the re�ectance, likely due to the robust 3D information considered in the

pseudo-shading. In (d), the high quality of the result is probably due to the pseudo-re�ectance labels that

effectively represent the re�ectance in low-light areas. However, a limitation of our approach is evident in

the shading of row (a). Although the global surface shading is satisfactory, the edges are not sharp, and

there is some confusion in the areas below the object, likely due to none of the viewpoints or light sources

providing adequate information for proper reconstruction.

For completeness of the comparison and potential needs, we also compared the relighting results with

NRHints[7]. A quantitative evaluation is provided in Table  4. As shown, metrics show our method

presents slightly lower PSNR and SSIM but better LPIPS.

PSNR SSIM LPIPS MSE 

NRHints 31.62 0.9623 0.0997 —

Ours 30.55 0.9341 0.0797 0.0012

Table 4. Quantitative results of the novel view synthesis and relighting on the Real Object Dataset.

↑ ↑ ↓ ↓
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Figure 11. Additional Qualitative Results on the Real Object Dataset.
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Figure 12. Re�ectance and Shading estimation by our method for different points of view of the same scene

on the Real Object Dataset.
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Figure 13. Re�ectance Estimation details for different Scenes of the Real Object Dataset.

Figure 14. Shading Estimation details for different Scenes of the Real Object Dataset.
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8. More results on the ReNe Dataset

Fig. 15 to Fig. 18 present more detailed results on the ReNe dataset, where the four scenes are labeled as

apple, cube, garden, and savannah in the original dataset. Similar to our observations on the Synthetic

Dataset, our method outperforms previous methods across all settings, including the original ALL Lights,

as well as the additional Single Light and Multiple Lights settings. Furthermore, the performance of our

method improves as the number of light sources increases. In all scenes under the ALL Lights and

Multiple Lights settings, our method consistently produces satisfactory intrinsic images.

The ReNe dataset poses signi�cant challenges for 3D reconstruction and intrinsic decomposition due to

the camera views and light views being concentrated within a limited area. As shown in Fig. 15, TensoIR

fails to produce valid outputs in the Apple scene under both the Single Light and Multiple Lights settings.

Despite these challenges, our method consistently delivers satisfactory results.
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Figure 14. Additional Qualitative Results on the ReNe dataset. (Apple).
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Figure 16. Additional Qualitative Results on the ReNe dataset. (Cube).
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Figure 17. Additional Qualitative Results on the ReNe dataset. (Garden).
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Figure 18. Additional Qualitative Results on the ReNe dataset. (savannah).
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