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Commentary

Is DeepSeek a Metacognition AI?
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The relationship between metacognition and DeepSeek models represents a compelling and yet

underexplored area of research. Metacognition refers to a system's capacity to monitor and

comprehend its own cognitive processes, which includes the active regulation and adjustment of its

procedures. In the DeepSeek-R1 and DeepSeek-R1-Zero, it is evident that the interactions between the

system's monitoring and control processes are both present and crucial for achieving the coherent and

often surprising levels of reasoning that de�ne these models. Consequently, DeepSeek paves a new

avenue for reasoning in Arti�cial Intelligence (AI) by prioritizing reinforcement learning (RL) over the

more conventional approach of supervised �ne-tuning (SFT). This study aims to analyse the

implications of such innovations for machines' abilities to simulate behaviours based on self-

re�ection and to act accordingly. We will explore the extent to which these elements can be associated

with metacognition, a trait traditionally considered to be uniquely human. Furthermore, from an

educational standpoint, the signi�cance of the relationship between advancements in DeepSeek and

metacognition is highlighted, particularly in relation to the importance of prioritizing metacognitive

approaches in education.
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1. Considerations on Large Language Models (LLMs)

OpenAI's ChatGPT was made available to the public at the end of 2022[1]. Since then, LLMs have attracted

everyone's attention and pointed towards a new phase of AI-driven entities. More recently, at the

beginning of 2025, DeepSeek from the Chinese company Hangzhou DeepSeek AI Co. surprised the AI

research community again[2]. These two recent moments have elevated discussions and concerns about

the "new generation of AIs" to a new level.
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Regarding DeepSeek, initially, one of the main observed advantages was that the training cost was

signi�cantly lower compared to ChatGPT. Additionally, it impressed with its performance in the tests it

underwent and revolutionized the �eld by publicly releasing the code of its models, reinforcing the start-

up's commitment to open-source AI.

However, the greatest originality of the DeepSeek system was yet to be revealed more clearly: an

advancement in what we call possible metacognitive prerogatives. In this case, it is associated with

moments when the model, as programmed, develops a pause, reevaluates, and optimizes its problem-

solving approach, which has been conventionally termed an "aha moment"[3]. If con�rmed to the depth

suspected, we are facing a phenomenon previously considered exclusive to human reasoning. This marks

a signi�cant advancement resulting from what is called RL, greatly amplifying AI capabilities[4].

In other words, by integrating RL techniques, DeepSeek goes beyond static and pre-programmed

responses and actively learns, in a differentiated manner, through testing and system feedback. This self-

improvement mechanism allows the model to recognize when an initial approach can and should be

optimized, leading to adjustments that enhance performance, adaptability, and reasoning capacity.

During training, DeepSeek reportedly demonstrated a fundamental behavioural shift: instead of

following a �xed sequence of procedures and calculations, it allocated more resources to complex

problems, exhibiting a self-awareness reminiscent of human thought processes, simulating something

we might classify as metacognition[5].

This behaviour suggests that DeepSeek was not merely processing information but was actively engaged

in the ability to re�ect on its own problem-solving strategy and re�ne it appropriately. Researchers

attribute this advancement to its RL structure, which optimizes decision-making processes based on past

experiences rather than relying solely on pre-trained patterns. Thus, DeepSeek is characterized by an

approach where multiple methods are simultaneously adopted, learning to solve problems using different

approaches to con�rm the answer. Furthermore, the model naturally learned to break down complex

problems into smaller, veri�able steps, enabling the development of increasingly sophisticated reasoning

chains. This also involves pattern recognition through the identi�cation of parts of the problem that had

been previously solved.

This combination of strategies allows for a hierarchical breakdown, that is, the decomposition of complex

problems into simpler and more manageable parts. Coupled with initially adopted alternative approaches,

it results in the consideration of various paths in search of the most ef�cient solution. In summary, the
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model learned to initially solve a simpler version of the problem, then identify extreme cases,

subsequently generalize the solution, and �nally optimize the implementation.

In essence, DeepSeek is paving a new path for AI reasoning, emphasizing RL rather than the more

traditional SFT approach, demonstrating that AI can learn reasoning without explicit human guidance.

To what extent do these processes resemble the metacognitive capacity, which is presumed to be

exclusively human?

2. On Metacognition

To explore this inquiry, let us delve a bit deeper into what metacognition entails. There are several

de�nitions, the most general being: “a type of higher-order thinking in which the thinker has active

control over the process.” Self-regulation, knowledge, monitoring, evaluation, and awareness of one’s

own mental activities are essential elements of metacognition[6]. The term metacognition was coined by

researcher John Flavell in 1979, referring to the process of thinking about one’s own thinking and

learning[7].

The mental action or process of acquiring knowledge and understanding through thought, experience,

and senses is known as cognition. Thus, metacognition transcends cognition. Therefore, the hierarchical

nature of the psychological processes involved in cognition places metacognition at the top, referring to

the processes that supervise, manage, and coordinate cognitive activities. The relevance of researching to

what extent AI entities might be capable of exploring metacognitive predicates, or not, arises from the

fact that in the “competition” between humans and machines, mastery of metacognition seems crucial.

Some scholars argue that humans dominate three main predicates: physical strength, cognition, and

metacognition[8]. Regarding physical strength, nearly three centuries ago, with the advent of James

Watt's steam engine, machines began to surpass humans with signi�cant advantages. In terms of

cognition, the victory of Deep Blue/IBM over Garry Kasparov in 1997[9], as well as that of

AlphaZero/Google over Stock�sh 8 in 2017, are emblematic events attesting that, in terms of simple

cognition, machines, like physical strength, reaf�rmed the trend of surpassing humans in this cognitive

�eld as well. What remains for humans, as the �nal frontier, is metacognition, potentially serving as a

differentiated competitive advantage[10].

It is noteworthy that in 2017, the signi�cant novelty was that, unlike Stock�sh 8, which had accumulated

centuries of prior chess experiences along with other operational predicates, AlphaZero was
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characterized by having learned from scratch. In other words, it learned solely by playing against itself,

utilizing the basic principles of machine self-learning. It is astonishing that AlphaZero transformed from

a complete amateur to the best chess player in just four hours, entirely dispensing with any direct human

collaboration or even other machines throughout its learning process.

3. DeepSeek-R1 and DeepSeek-R1-Zero

Returning to the present day, as previously noted, we are witnessing a signi�cant advancement in AI with

the launch of DeepSeek-R1-Zero and DeepSeek-R1, two models that disrupt the traditional paradigm of AI

training.

The key differentiator of DeepSeek-R1-Zero is that it does not rely on human feedback to improve its

responses. In other words, in contrast to the application of SFT, DeepSeek-R1-Zero was trained solely

through RL, unleashing the power of reasoning through self-improvement. For years, AI training

followed a standard script: start with SFT and continue with optimization through RL. DeepSeek-R1-Zero

reverses this script by: i) completely ignoring SFT and training through pure RL; ii) allowing the model to

develop its reasoning skills through a reward-driven mechanism; and iii) exhibiting emergent

behaviours such as self-veri�cation and re�ection, without any instance of human curation. In summary,

the main conclusion is that it may be possible for AI models to develop reasoning without human

assistance, simply through exposure to their own environment[11].

Regarding the "aha moment," when the AI learned that it needed to think more, there was an interesting

moment during training. DeepSeek-R1-Zero learned to spend more time contemplating dif�cult

problems, as if it were essentially learning to develop metacognition. This "aha moment" is a

breakthrough because it demonstrates that RL-based training can result in self-improvement techniques

that were previously thought to require human intervention. It appears DeepSeek-R1-Zero has learned to

spend more time thinking about a problem by reconsidering its initial strategy.

In turn, DeepSeek-R1 adopts a hybrid approach based on DeepSeek-R1-Zero, but with an initial cold-start

SFT phase. That is, it anchors itself in high-quality Chain-of-Thought (CoT) data before RL. Thus, by

going through several stages of RL and rejection sampling, it ultimately achieves performance

comparable to OpenAI's model o1-1217 in reasoning tasks. Another highlight of DeepSeek-R1 is its

distillation power, which promotes reduction without sacri�cing performance; that is, a technique for

transferring its reasoning capabilities to smaller models. The relevance of this process is that smaller

models are more ef�cient but generally lack reasoning capabilities. Researchers have demonstrated that
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knowledge distillation from a large model trained in RL signi�cantly improves the performance of

smaller models.

In conclusion, the next generation of AI training, DeepSeek-R1-Zero and DeepSeek-R1, is paving a new

path for AI reasoning. By emphasizing RL instead of SFT, the models demonstrate that AI can learn

reasoning without explicit human guidance.

4. RL: The Ace in the Hole

As previously discussed, RL has been instrumental in advancing the reasoning capabilities of DeepSeek,

thereby enhancing logical thinking and problem-solving in AI. As clearly demonstrated by Abdallah[12],

RL is typically employed to align model outputs with desired behaviours, such as factual accuracy, logical

consistency, and human-like reasoning. This methodology can signi�cantly impact the training of

models tasked with solving complex reasoning challenges, including mathematical problems, code

generation, and logical inference.

In general, the training of LLMs involves various levels of supervised learning, where models learn from

labelled datasets. For example, ChatGPT utilizes Reinforcement Learning from Human Feedback (RLHF),

a machine learning technique in which a reward model is trained using direct human feedback and

subsequently employed to optimize performance through RL. One of the most widely used RL algorithms

for optimizing LLMs, developed by ChatGPT, is Proximal Policy Optimization (PPO). This algorithm aids

in balancing performance and training stability while preventing drastic updates that could destabilize

the learning process. However, PPO has several notable limitations, including high computational costs,

dependency on reward models, instability in long sequences, and challenges related to the exploration-

exploitation trade-off. Speci�cally, the balance between exploration—attempting new responses—and

exploitation—re�ning known responses—can ultimately hinder the model's ability to discover new

reasoning patterns.

In response to these limitations, DeepSeek has developed Group Policy Optimization (GRPO) as a more

effective alternative for mathematical reasoning. GRPO eliminates the need for a separate critic network

by estimating baseline rewards from grouped outputs, thereby reducing computational demands and

maintaining consistent training signals. In contrast to PPO, which generates a single response for each

input prompt, GRPO produces a set of outputs. These multiple responses are ranked within the sample

group, and rewards are assigned based on comparative quality, ensuring that only the highest-quality

outputs receive reinforcement. Such modi�cations lead to more stable and effective improvements.
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DeepSeek-R1 adopts the GRPO strategy by employing pure RL to enhance cognitive tasks. Unlike

traditional approaches that rely on SFT prior to RL, DeepSeek-R1 was trained exclusively using RL

(DeepSeek-R1-Zero), fostering self-improving reasoning skills. However, this pure RL approach initially

resulted in poor readability and language mixing. To mitigate these issues, a cold-start phase was

introduced, incorporating a small amount of high-quality SFT before RL training to ensure more

structured responses.

In summary, the application of RL in DeepSeek models represents a signi�cant advancement in training

LLMs for reasoning tasks. The adoption of GRPO, as opposed to PPO, enables these models to achieve

greater ef�ciency, more stable training, and enhanced performance in mathematical problem-solving

and logical reasoning. It is reasonable to anticipate that future developments in the use of RL and GRPO

will lead to increasingly autonomous reasoning models capable of addressing more complex intellectual

missions. This evolution will bring these systems closer to performing activities that simulate

metacognitive behaviours.

5. Conclusions on DeepSeek and Metacognition

The relationship between metacognition and active control in the behaviour of the DeepSeek system is a

compelling area of study. Metacognition appears to be integral to the system's ability to monitor and

comprehend its own cognitive processes, as well as to the control mechanisms involved in the active

regulation and adjustment of these processes. This is particularly evident in the DeepSeek-R1 model,

which not only recognizes when its reasoning requires modi�cation but also actively reallocates

computational resources and alters its problem-solving strategies. In this way, the system demonstrates

the capacity to inhibit initial responses, maintain focus on complex problems over extended sequences,

and �exibly switch between various reasoning approaches. The interaction between monitoring and

control processes seems fundamental to achieving coherent reasoning.

The emergence of metacognitive control through reinforcement learning (RL) indicates that it is a

necessary component of coherent information processing, rather than merely an ancillary resource. A

system must possess both awareness of its cognitive processes and the ability to regulate them to

maintain coherence in complex reasoning tasks. An even more striking demonstration of this capability

was observed in DeepSeek-R1-Zero, an advanced iteration of the model. During the intermediate training

phases, DeepSeek-R1-Zero exhibited an enhanced ability to dynamically allocate thinking time to

problems, optimizing its responses in real-time. Rather than adhering to a rigid, rule-based training
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regimen, the system learned to autonomously adjust its problem-solving approach based on incentive

structures. This implies that, instead of being explicitly programmed to recognize speci�c types of

solutions, it received appropriate incentives and independently developed sophisticated reasoning

strategies.

There is no doubt that the DeepSeek system represents a signi�cant advancement in the ability of

machines to simulate behaviours that involve re�ecting on their own cognitive processes and acting

accordingly. Such behaviours are typically associated with metacognitive predicates, which have

traditionally been considered exclusive to humans. The extent to which machines may have surpassed

humans in these characteristics remains an open question, as we currently lack suf�cient evidence to

draw de�nitive conclusions. However, it is undeniable that if machines ever achieve a state of

metacognitive completeness, the DeepSeek models will have played a pivotal role in the historical

trajectory marking the onset of this process, the timeline for which remains unpredictable.

Furthermore, one of the primary objectives of this article is to emphasize the importance of an education

focused on metacognitive skills, having established a nascent connection between the recent

advancements in DeepSeek and metacognition. From the perspective of future professional

opportunities, mastery of metacognitive predicates—especially those not yet fully developed in AI-driven

entities—may represent signi�cant avenues for growth. In this context, elucidating the progress made by

large language models (LLMs), particularly DeepSeek, should serve as a clarion call to educators and

students regarding the priority and relevance of metacognitive educational approaches.
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