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Sentiment analysis is widely used in various areas and has versatile

applications. For example, it is used in market research, customer retention

strategies, and product analysis, to name a few. Although a few works on the

topic exist for the Kurdish language, similar to other �elds in Kurdish

processing, it is not well-studied, and particularly it suffers from data

inadequacy. In this paper, we present research we conducted to analyze the

sentiments of learners/educators toward online education during COVID-19 in

the Kurdistan Region of Iraq. We collected the data from tweets tweeted in

Kurdish (Sorani) up to March 2022. We used four Machine Learning

algorithms: Naïve Bayes, SVM, Random Forest, and Logistic Regression, and

analyzed their performance on our dataset. We retrieved about 600 tweets,

which after preprocessing, yielded 511 items. We conducted �ve experiments,

four of which included testing all algorithms using two scenarios of balanced

and unbalanced datasets of positive/negative items, each using 80/20 and

90/10 training/testing data splitting methods. The �fth experiment included

four parts, setting a limit for feature selection starting at 500 features and

increasing it to 500 at a time until 2000 features, testing for both 80/20 and

90/10 data splitting approaches. The results showed that the best algorithm to

build a sentiment analysis model is SVM, with an accuracy of 89% and a

maximum feature selection of 1000. The dataset is publicly available for non-

commercial use under CC0 1.0 Universal license.

Correspondence: papers@team.qeios.com — Qeios will

forward to the authors

1. Introduction

The spread of Coronavirus (COVID-19) in 2020

dramatically affected every aspect of life. As a

precaution, governments had to set laws for people's

safety. In almost all countries, the authorities enforced

quarantine at different levels. That caused the world to

descend into chaos, and like the rest of the world,

people in the Kurdistan Region of Iraq (KRI) had to

adapt to managing their lives in a new way. One of the

concerns was education, and COVID-19 forced

educational institutions to switch from face-to-face to

online education. However, regardless of the readiness

level of different regions and countries for such a

dramatic shift, many wondered about its ef�ciency.

Sentiment analysis has been an instrument to study the

ef�ciency of various educational methods for a while [1],

but its usage in the analysis of the “enforced” online

education to understand the opinion of students

emerged rapidly during the COVID-19 pandemic (see [2]

[3]). We also attempted to use the technique to analyze

the situation in the KRI and developed a dataset from
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tweets about online education in the region. We focused

on the tweets written in Sorani Kurdish and tested

different machine-learning algorithms to assess their

accuracy in analyzing the sentiments.

In this paper, we present an overview of our research

and the developed dataset developed regarding

sentiment analysis of opinions about online education

during the COVID-19 pandemic in the KRI. The dataset

is available under CC0 1.0 Universal license at

https://github.com/KurdishBLARK/SentimentAnalysis/tree/main/OnlineEducation-

during-COVID-19. The rest of this paper is organized as

follows. Section 2 provides a brief background about the

Kurdish language. In Section 3 we present a summary

of related work. Section 4 brie�y presents the method

we followed, Section 5 demonstrates the results of data

collection and preparation, Section 6 describes the

conducted experiments of applying various algorithms

on the dataset, Section 7 illustrates the results and

discusses the outcome of the experiments, and �nally,

Section 8 concludes the paper.

2. A brief Introduction to Kurdish

Language

Kurdish is a multi-dialect Indo-Iranian language that is

spoken by more than 30 million people in several

countries. It uses different scripts, such as Latin,

Persian-Arabic, and Cyrillic.  [4]. It is considered a less-

resourced language from Natural Language Processing

perspective [5]. Sorani is one of the Kurdish dialects that

is mostly written in an Arabic-based script that �rst has

been modi�ed by Persian writers and then revised

further to accommodate the letters that represent the

Kurdish phonemes that the original scripts did not

support. Table 1 shows the Kurdish alphabet for

Persian-Arabic script.

Table 1. Kurdish alphabet for Persian-Arabic script

Because of the commonality of the phonemes of

Kurdish and Persian, the Kurdish linguists kept the four

added letters to the Arabic alphabet (گ , چ , پ, and ژ) but

elided eight Arabic letters that they found unsuitable for

Kurdish phonemes (ض ,ظ ,ط ,ض ,ص ,ذ ,ث, and ع) [6].

Although Sorani is usually written in the modi�ed

Persian-Arabic script, users of social media sometimes

use Latin or simply use English alphabets to express

their views. That makes the processing of Kurdish texts

that are retrieved from social media a challenging task.

We refer back to this issue in Sections 4 and 5 when we

describe the research method and the data collection

process.

3. Related Work

The research about sentiment analysis has attracted the

research community in the past decade, and it seems to

keep its status, at least for the near future. Table 2

summarizes the related work and presents the topics,

number of entries in the studied datasets, methods

with the highest accuracy, and the languages of the

contents.
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Reference Subject of dataset Entries Best method(s) Accuracy Language 

[7] Review tweets 1200
SVM, Ensemble & Maximum

Entropy 
90% English 

[8] Tweets about about World Cup 2014 4162
Bayesian Logistic

Regression
74.84% English 

[9] Tweets about Jakarta Governor election 1356
Multinomial Logistic

Regression
74% English 

[10] Book reviews 2000 Naïve Bayes 81.45% English 

[11] Camera reviews 3106 Naïve Bayes 98.17% English 

Laptop reviews 1946 Naïve Bayes 90.22% English 

[11] Mobile reviews 1918 Naïve Bayes 92.85% English 

[11] Tablet reviews 1894 Naïve Bayes 97.17% English 

[11] TV reviews 1596 Naïve Bayes 90.16% English 

[11] Video surveillance 2597 Naïve Bayes 91.13% English 

[12] Tweets in Jordanian 1800 SVM 88.72% Arabic 

[13] Self-deriving cars 7156 SVM 59.9% Arabic 

[14] Apple products 3884 SVM 71.2% Arabic 

[15] Tweets of various opinions 4242 Logistic Regression 57% Arabic 

[16] Tweets about depression 4542 Random Forest 82.39% Arabic 

[17] Tweets about governmental preventive measures

to contain COVID-19
58000 1-gram Naïve Bayes 89% Arabic 

[18] Arabic book reviews 3315 Deep Learning 82% Arabic 

[19] Tweets about online education 3480 Logistic Regression 89.9% Arabic 

Tweets about politics 3000 Naïve Bayes 95% Persian 

[20] Movie reviews 2010
Long Short-Term Neural

Network
95.61% Persian 

[21] Social media comments 15000 Naïve Bayes 66% Kurdish 

[22] Medical sentiments 6756 N/A N/A Kurdish 

Table 2. A summary of literature review.

Overall the literature we reviewed suggests the

following points:

Naïve Bayes, Support Vector Machine (SMV),

Logistic Regression and Random Forest have better

performance and score higher accuracy than other

algorithms. Therefore, we use those four algorithms

in this research.

The increase in the training set enhances the

accuracy and performance of the sentiment analysis

model, particularly, when the datasets are small.

Term Frequency-Inverse Document Frequency (TF-

IDF) and N-grams are common approaches for
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feature extraction.

Tweepy and other applications interacting with

Twitter’s API work better for tweet retrieval.

Research on sentiment analysis in Kurdish is

extremely limited. We were able to only retrieve two

papers regarding sentiment analysis in Kurdish at

the time of preparing this paper.

Based on the points mentioned, we devise our method

to conduct this research as we describe in Sections 4.

4. Method

We obtain a developer's account from Twitter to collect

the required data by setting the proper attributes that

�lter the data. We preprocess the data and clean it to

prepare it for labeling. As we expect not to be able to

collect a large amount of data, we select the most

suitable algorithms that have shown appropriate

performance on a small amount of data (see Section 3).

Figure 1 illustrates the main steps of the research

method, and this section explains the details of those

steps.
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Figure 1. The proposed sentiment analysis process.

Tweets usually include informal language containing

slang words, abbreviations, and grammatical mistakes.

Preprocessing steps must be applied to the data to

transform the text into a format that a machine

learning model can analyze. In the preprocessing phase,

we do the following:

Removing all irrelevant tweets, such as those made

in a language other than Kurdish, tweets about ads,

news, and topics unrelated to how the the online

education process is received in Kurdistan.

Removing punctuation, emojis, symbols, URLs, stop

words, numbers

Removing Arabic diacritics

Removing duplicates.

Transliterating texts in Latin into Persian/Arabic

script.

4.1. Labeling

We ask three native Kurdish experts to evaluate the data

and manually label them. The three experts delete spam

and unrelated tweets, transliterate those written in

Latin to Persian/ Arabic Script, label them as Negative

or Positive by majority voting, and tag them with either

of the two classes. This process dictates that this

research is a supervised machine-learning model. The

preprocessing phase results in two datasets due to
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splitting the preprocessed dataset into training and

testing datasets.

4.2. Feature Extraction

We use the Term frequency-inverse document

frequency (TF-IDF) for the feature extraction technique.

Using TF-IDF, we �nd the most signi�cant words in a

document. We use the method here to �nd the words

that have the most essential roles in expressing the

sentiments. A document's TF-IDF is composed of two

important parts: the Term frequency (TF) and the

Inverse Document Frequency (IDF). TF indicates how

often a term appears in a document; IDF measures how

often a term appears in all documents. In this research,

we use TF-IDF as Formulae 1, 2, and 3 show.

Here,    is the total tweets count, and    is the

number of tweets that have word  . Additional 1

resolves divide by zero situations.

4.3. Evaluation

We evaluate the performance of the chosen algorithms

by constructing a confusion matrix for each method,

obtaining precision and recall measures, and calculating

F-Score. Formula 4 is used to calculate precision, Formula

5 gives recall, and Formula 6 calculated F-Score. F-Score

has various versions of which we use F1-Score.

Here, TP stands for True Positive, FP for False Positive,

and FN for False Negative.

5. Data Collection and Preparation

We obtained a developer's account from Twitter and

prepared a program to collect the data. We set the date

to March 2022, the location to the KRI, and used

Persian-Arabic and Latin for Kurdish terms along with

English terms for the search parameters. Table 3 shows

examples of terms we used for searching.

Table 3. Examples of search terms.

Using this technique, we collected 720 tweets, including

spam, unrelated news, replies, retweets, and ads. After

preprocessing, the resulting dataset consisted of 511

tweets in Total, 368 (5852 words) items being negative,

and 143 (3535 words) labeled Positive. Table 4 shows

samples of the labeled tweets.

Table 4.3: sample from the collected labeled tweets.

Table 4. Examples of labeled tweets.

The resulting data of this stage still included noises,

such as emojis, URLs, numbers, Arabic diacritics, and

English words. We used the KLPT toolbox  [23]  to clean

the data further and to stem it. Table 5 shows examples

of this activity.

Table 5. Examples of preprocessed tweets.

6. Experiments

We assessed four methods for their accuracy in the

sentiments classi�cation: Naïve Bayes, Support Vector

Machine (SVM), Random Forest, and Logistic

TF(i, j) = (1)
count word i inside tweet j

count all words in tweet j

IDF = log (2)
1 + M

1 + DFi

M DFi

i

TF_ID = T × IDF (3)Fij Fij

precsision = TP (4)
TP

TP + FP

recall = TP (5)
TP

TP + FN

F1 = 2 (6)
precisio × recall

precision + recall
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Regression. We chose those algorithms because the

literature has reported their performance on small

datasets is reasonable.

Because we could not �nd a large amount of data, we

conducted the experiments by splitting the dataset in

two ways: �rst, 80% training to 20% testing and

second, 90% training and 10% testing.

We applied �ve scenarios. In the �rst scenario, the data

is divided into a ratio of 80% training set and 20%

testing set with random selection for the sets and with

no speci�cation to a maximum features selection (all

features extracted are used).

The second scenario is conducted by splitting the data

training and testing set ratio to 90% to 10% instead of

80% to 20% with no speci�cation to a maximum

feature selection (all features found are used).

In the third scenario, we reduced the Negative data to

balance out the positive data and have a balanced

dataset where there are 231 data labeled Positive and 231

labeled Negative forming a dataset of 462 preprocessed

tweets. Dividing the dataset into 80% training and 20%

testing. For this experiment, all features found are used.

The fourth scenario is conducted with a balanced

dataset and dividing the dataset into a 90% training set

and a 10% testing set. For this experiment, there is no

restriction to the number of features selected (all

features found are used).

In the �fth experiment, we manipulated the maximum

number of features involved. We set the number of

features for the TF-IDF vectorizer to different values.

Before that, we conducted a series of experiments to

�nd an optimal number of maximum features that

could help us enhance the accuracy of our unbalanced

dataset. The initial experiments did not count for

restricting the number of features selected because the

tools used for assigning weights to the terms arrange

the list of features from best (Heavyweights) to worst

(Lightweights) but do not restrict the numbers it

obtains from the model to include all terms with

weights assigned.

Our dataset includes about 2250 features. Therefore, to

search for the optimal number of features that include

terms related to emotions and exclude irrelevant terms,

the number of maximum features was selected

randomly for each part of the experiment starting from

500 items and increasing 500 at a time up to 2000

items. The 500-at-a-time increase is because increasing

100 or 200 at a time showed no noticeable change.

7. Results and Discussion

Figures 2 and 3 show the performance of the algorithms

for 80-20 and 90-10 data splitting, respectively.  
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Figure 2. Classi�ers evaluations for 80/20 models through features incrementation.
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Figure 3. Classi�ers evaluations for 90/10 models through features incrementation.

Conducting the experiments resulted in the following

outcomes:

Collected data shows more negative feedback

(emotions) about online education in KRI, as more

data was labeled negative, which indicates that

students are not taking online education positively.

Although the dominant approach for dividing the

dataset is 80/20, 90/10 works better for smaller

datasets. This is in accordance with the literature

regarding the classi�cation approaches. As the

results show for the 80/20 models, the accuracy was

about 65% for SVM and 62% for Logistic Regression,

which increases in the 90/10 method to 80% for

both algorithms.

Scenario 3 and 4 models recorded higher accuracy

scores because of the balanced dataset. The negative

labeled data equals the positive, which, even with

random selection for the training and testing sets,

the sets should be balanced or semi-balanced. The

accuracy increased from 74% for both the SVM and

logistic regression using the original unbalanced

sets to 80% and 83% using the balanced datasets for

the 80/20 models. Furthermore, for the 90/10

models, the accuracy for both        SVM and logistic

regression went from 85% for the unbalanced sets to

90%.

While the Naïve Bayes model is expected to score the

highest accuracy, it scored low in most scenarios

because the algorithm assumes that each word is

independent. While the Random Forest models

scored lower in all scenarios because of the small

amount of data available, the random forest would

not have many entries for the categories of the

decision trees.

SVM and Logistic regression had great accuracy and

similar performances. That is due to both

algorithms separating training data linearly.

For the �fth experiment, as is shown in �gure 2 and

�gure 3, the optimal maximum number of features

is 1000 for most algorithms regardless if the

training set was set to 80% and testing 20% or the

training set was set to 90% and the testing 10%; the

accuracy increased. The 500 maximum features part

of the experiment scored a relatively lower accuracy

because 500 is considered a small number that does

not cover all terms used to express emotions.

Moreover, for our dataset of size 600, having 2000

features is considered overwhelming, and it included

many useless terms due to the small dataset.

Conducting all these experiments with the dataset

gathered is to �nd the best Classi�cation model.

Having a 90% training to 10% testing is rare but due

to having a small dataset, increasing the test dataset

reduces the variance of the random process in
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selecting the training and testing sets. As shown

throughout all experiments, the SVM and Logistic

regression models scored the highest accuracy.

The �fth experiment concentrates on trials to

enhance the accuracy of the original unbalanced

dataset by �nding the best maximum number of

extracted features that exclude unreverent features

with small weights assigned to them according to

the TF-IDF preprocess technique. According to that

experiment, the optimal number that separates

relevant from irrelevant features is 1000 forthe 90%

training and 10% testing datasets. SVM

outperformed other algorithms with an accuracy of

89%, an f-score of 91% for the negative, and 84% for

the positive.

8. Conclusion

Emotions are embedded in social media posts, making

it the perfect place for data scraping for SA research.

With COVID-19 and the quarantine, schools in KRI

switched to remote teaching using online classrooms.

This research uses machine learning models for

sentiment analysis on Kurdish tweets about online

education in the Kurdistan Region of Iraq (KRI). It

presents sentiment analysis models for Kurdish

(Sorani). We collected 721 tweets in total, of which we

developed a dataset of Sorani tweets about online

education during COVID-19, resulting in 512 tweets. We

developed a language model and trained four

algorithms, Naïve Bayes, SVM, Random Forest, and

Logistic Regression, to classify the sentiments into

positive and negative.

We conducted �ve experiments the results are as

follows:

For the 80/20 data splitting model, Logistic

regression and the SVM algorithms scored the

highest accuracy of 74%.

For the 90/10 data splitting model, Logistic

regression and the SVM algorithms scored the

highest accuracy of 85%.

Balancing the dataset (positive and negative labeled

data are equal), for the 80/20 model, the Naïve Bayes

algorithm scored the highest accuracy of 86%

Using the balanced dataset for 90/20 model, Logistic

regression and SVM scored the highest accuracy of

90%.

Experimenting with the number of features selected

for both 80/20 and 90/10 models showed that the

optimal number for maximum features that

enhances the accuracy of the unbalanced dataset is

1000.

In the future, we are interested in using different

Kurdish dialects, investigating the impact of

Hyperparameter tuning using optimization techniques

on increasing the performance of the proposed models,

and increasing the size of the dataset by gathering more

data from other social network platforms regarding the

subject of this work using, and studying the impact of

using different feature extraction techniques on the

models’ classi�cation performance.
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