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Sentiment analysis is widely used in various areas and has versatile applications. For example, it is

used in market research, customer retention strategies, and product analysis, to name a few. Although

some previous work on the topic exists for the Kurdish language, similar to other fields in Kurdish

processing, it is not well-studied, and particularly it suffers from data inadequacy. In this paper, we

present an overview of the research we conducted to analyze the sentiments of learners/educators

toward online education during COVID-19 in the Kurdistan Region of Iraq. We collected the data from

Tweets tweeted up to March 2022. After preprocessing, 511 items remained. The dataset is publicly

available for non-commercial use under CC0 1.0 Universal license at

https://github.com/KurdishBLARK/SentimentAnalysis/tree/main/OnlineEducation-during-COVID-19

Corresponding authors: Maryam Sami, maryam.sami@ukh.edu.krd; Hossein Hassani,
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1. Introduction

The spread of Coronavirus (COVID-19) in 2020 dramatically affected every aspect of life. As a precaution,

governments had to set laws for people's safety. In almost all countries, the authorities enforced

quarantine at different levels. That caused the world to descend into chaos, and like the rest of the world,

people in the Kurdistan Region of Iraq (KRI) had to adapt to managing their lives in a new way. One of the

concerns was education, and COVID-19 forced educational institutions to switch from face-to-face to

online education. However, regardless of the readiness level of different regions and countries for such a

dramatic shift, many wondered about its efficiency.
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Sentiment analysis has been an instrument to study the efficiency of various educational methods for a

while (Kechaou et al., 2011), but its usage in the analysis of the ``enforced'' online education to understand

the opinion of students emerged rapidly during the COVID-19 pandemic (see (Mujahid et al., 2021;

Waheeb et al., 2022)). We also attempted to use the technique to analyze the situation in the KRI and

developed a dataset from tweets about online education in the region. We focused on the tweets written

in Sorani Kurdish and tested different machine-learning algorithms to assess their accuracy in analyzing

the sentiments.

In this paper, we present an overview of our research and the developed dataset developed regarding

sentiment analysis of opinions about online education during the COVID-19 pandemic in the KRI. The

dataset is available under CC0 1.0 Universal license at

https://github.com/KurdishBLARK/SentimentAnalysis/tree/main/OnlineEducation-during-COVID-19. The

rest of this paper is organized as follows. In Section 2 we present a summary of related work. Section 3

briefly presents the method we followed, Section 4 demonstrates the results of data collection and

preparation, Section 5 illustrates the outcomes of the experiments of applying various algorithms on the

dataset, and finally, Section 6 concludes the paper.

2. Related Work

The research about sentiment analysis has attracted the research community in the past decade and it

seems to keep its status at least for the near future. Table 1 summarizes the related work and presents the

topics, number of entries in the studied datasets, methods with the highest accuracy and the languages

of the contents.
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Table 1. A summary of literature review.

The review of the related work suggests the following points:

Naïve Bayes, Support Vector Machine (SMV), Logistic Regression, and Random Forest have better

performance and score higher accuracy than other algorithms. Therefore, we use those four

algorithms in this research.

The increase of the training set enhances the accuracy and performance of the sentiment analysis

model, particularly, when the datasets are small.

Term Frequency-Inverse Document Frequency (TF-IDF) and N-grams are common approaches for the

feature extraction.

Tweepy and other applications interacting with Twitter’s API work better for Tweets retrieval.

Research on sentiment analysis in Kurdish is extremely limited. We were able to only retrieve two

papers regarding sentiment analysis in Kurdish at the time of preparing this paper.

We use the points mentioned above to design the method to conduct this research and as we described in

the following sections.

3. Method

We obtain a developer's account from Twitter to collect the required data by setting the proper attributes

that filter the data. We preprocess the data and clean it to prepare it for labeling. As we expect not to be

able to collect a large amount of data, we select the most suitable algorithms that have shown appropriate

performance on a small amount of data (see Section 2). This section explains the details of the method.

Tweets usually includes informal language containing slang words, abbreviations, and grammatical

mistakes. Preprocessing steps must be applied to the data to transform the text into a format that a

machine learning model can analyze. In the preprocessing phase, we do the following:

Removing all irrelevant tweets, such as those made in a language other than Kurdish, tweets about

ads, news, and topics unrelated to how the online education process is received in Kurdistan.

Removing punctuation, emojis, symbols, URLs, stop words, numbers

Removing all Arabic diacritics ???????????

Removing duplicates.
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Transliterating texts in Latin into Persian/Arabic script.

3.1. Labeling

We ask three native Kurdish experts to evaluate the data and manually label them. The three experts

delete spams, unrelated tweets, and transliterate Tweets written in Latin to Persian/ Arabic Script,

sorting the data into Negative or Positive by majority voting, and tagging them with either of the two

classes. This process dictates that this research is a supervised machine-learning model. The

preprocessing phase results in two datasets due to splitting the preprocessed dataset into training and

testing datasets.

4. Data Collection and Preparation

We obtained a developer's account from Twitter and prepared a program to collect the data. We set the

date to March 2022, the location to the KRI, and used Persian-Arabic and Latin for Kurdish terms along

with English terms for the search parameters. Table 2 shows examples of terms we used for searching.

Table 2. Examples of search terms.

Using this technique, we collected 720 tweets, including spam, unrelated news, replies, retweets, and ads.

After preprocessing, the resulting dataset consisted of 511 tweets in Total, 368 (5852 words) items being

negative, and 143 (3535 words) labeled Positive. Table 3 shows samples of the labeled tweets.

Table 4.3: sample from the collected labeled tweets.
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Table 3. Examples of labeled tweets.

The resulting data of this stage still included noises, such as emojis, URLs, numbers, Arabic diacritics, and

English words. We used the KLPT toolbox (Ahmadi, 2020) to clean the data further and to stem it. Table 4

shows examples of this activity.

Table 4. Examples of preprocessed tweets.

5. Experiments

We assessed four methods for their accuracy in the sentiments classification: Naïve Bayes, Support Vector

Machine (SVM), Random Forest, and Logistic Regression. We chose those algorithms because the

literature has reported their performance on small datasets is reasonable.
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Figure 1. Classifiers evaluations for 80/20 models through features incrementation.

Figure 2. Classifiers evaluations for 90/10 models through features incrementation.
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6. Conclusion

The work presents sentiment analysis models for Kurdish (Sorani). We developed a   dataset of Sorani

tweets about online education during COVID-19, resulting in 512 tweets. We developed a language model

and trained four algorithms, Naïve Bayes, SVM, Random Forest, and Logistic Regression, to classify the

sentiments into positive and negative.
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