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While modern artificial intelligence excels at rational, data-driven tasks, it largely fails to replicate the
efficiency and creativity of human intuition. Purely logical systems often struggle with ambiguity,
context-switching, and the kind of non-obvious ”leaps” in reasoning that characterize expert decision-
making. This paper introduces AP a neuro-symbolic model designed to simulate artificial intuition as
an emergent property of a dynamic knowledge system. Our model leverages a semantic network where
knowledge is categorized as either factual (existing’) or associative (’intuitive’). When presented with a
natural language query, the system identifies multiple potential reasoning paths and evaluates them
using a novel scoring mechanism that balances plausibility and creativity, based on the formalisms
proposed by Olayinka (2020). We validate the model against a series of diverse queries, demonstrating
its ability to perform multi-step causal inference, abstract reasoning, and robustly handle nonsensical
inputs. The results show that by explicitly rewarding innovative paths that utilize associative
knowledge, the model successfully exhibits flexible, context-aware, and human-like intuitive behavior,
offering a promising direction for developing more agile and intelligent AI systems that bridge the gap

between symbolic reasoning and sub-symbolic pattern recognition.

Corresponding author: Manojshyaam C J, am24s055@smail.iitm.ac.in

1. Introduction

The predominant paradigm in artificial intelligence centers on logical, systematic, and data-intensive
reasoning. While this has led to superhuman performance in well-defined domains, it stands in contrast to
human cognition, which fluidly integrates rational analysis with a powerful, yet poorly understood,

faculty: intuition. As Kahneman describes, human thought operates on two systems: a slow, deliberate
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”System 2” for rational analysis, and a fast, automatic ”System 1” for intuitive judgment O Human
experts, particularly under pressure, often rely on this System 1 pattern recognition to make rapid,
effective decisions {2l This intuitive process bypasses exhaustive analysis, identifying creative solutions

by recognizing significant patterns made available by prior experience 31

This work addresses the challenge of computationally modeling this intuitive process, joining a growing
call to move beyond purely data-driven models towards more robust, hybrid architectures 3l we
propose a model for Artificial Intuition, termed AI? that treats intuition not as a pre-programmed rule but
as an emergent property of a structured knowledge system. This aligns with the principles of Neuro-
Symbolic Al which seeks to combine the strengths of symbolic reasoning (for knowledge representation

and logic) with neural methods (for pattern recognition and learning) 1.

Our approach is grounded in the theoretical framework of computational models for artificial intuition [,
which posits that intuitive decision-making involves identifying and assessing novel pathways through a
semantic network of knowledge. The core hypothesis is that a successful intuitive leap is one that
effectively balances plausibility (is the reasoning sound?) with innovation (is the reasoning creative or
non-obvious?). To this end, our model implements a path-scoring mechanism that formally evaluates
these two dimensions, allowing the most insightful "thought process” to emerge from a set of competing

possibilities.

2. Methodology: The AI> Model

The AP’ model is a neuro-symbolic system comprised of four primary stages: (1) Knowledge
Representation, (2) Conceptual Focusing, (3) Candidate Path Discovery, and (4) Path Assessment and

Selection.

2.1. Knowledge Representation

The foundation of the model is a directed semantic network, a classic symbolic structure for representing

knowledge [8] The graph is automatically constructed from a textual corpus, where each node represents a
concept (lemma) and each edge represents a relationship. Crucially, each edge is tagged with a knowledge

type based on its source sentence:

» Existing Knowledge (G}.): Represents factual, well-defined relationships (e.g., "An umbrella gives rain

protection”). This forms the backbone of the symbolic knowledge base.
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 Intuitive Knowledge (G;): Represents more abstract, associative, or causal relationships (e.g., "Dark
clouds are a sign of rain”). These links allow for creative, non-obvious reasoning paths, akin to sub-

symbolic associations.

This distinction is vital for the Path Assessment stage.

2.2. Conceptual Focusing

Given a natural language query (e.g., "what happens when it is sunny”), the model first performs
conceptual focusing. Using a pre-trained neural language model (spaCy), we perform noun-chunking to
extract the key semantic components (e.g., “sunny”) while filtering out filler words. The semantic
similarity between these concepts and the nodes in the graph is then computed using word embeddings, a

sub-symbolic technique for pattern recognition.

2.3. Candidate Path Discovery

The model identifies the top three most semantically similar nodes in the knowledge graph to the focused
concepts. From these candidate start nodes, the system performs a symbolic graph traversal to find all
simple paths to the target goal node, up to a predefined length. This generates a set of potential "thought

paths” for evaluation.

24. Path Assessment and Selection

This stage is the core of the AI*> model. Each candidate path is scored using two indices derived from the

formalisms in [Z:

1. Propagation Index (P): Measures the plausibility and directness of a path. It is calculated as a
function of the path’s length, penalizing longer, more convoluted chains of reasoning.

2. Innovation Index (I): Measures the creativity or novelty of a path. It is defined as the ratio of
‘intuitive’ edges (G;) to the total number of edges in the path. A higher index indicates a greater

reliance on non-obvious, associative knowledge.

The final score for each path is a weighted sum of these two indices:
Score = wy-I +wp- P (1)

where w; and wp are weights (we use w; = 0.7, wp = 0.3 to prioritize innovative paths). The path with

the highest final score is selected as the emergent intuitive solution. This process is analogous to

geios.com doi.org/10.32388/YP3NWW


https://www.qeios.com/
https://doi.org/10.32388/YP3NWW

spreading activation theories of semantic memory o

3. Experimental Validation

To validate the model, we constructed a knowledge graph from a diverse corpus and tested it against five
queries designed to probe different reasoning styles, including causal inference, factual recall, and abstract

reasoning.

3.1. Results

The model’s performance on the five test queries is summarized below. The emergent path selected for

each query demonstrates a distinct and contextually appropriate reasoning style.

-—- Test for Query: ’what happens when it is sunny’ -> ’mood’ -—-
Best Path Selected: sunny -> day -> walk -> mood
- Score: 0.58 (Innovation: 0.67, Propagatiom: 0.33)

-—- Test for Query: ’a chef is cooking’ -> ’knife’ ---
Best Path Selected: chef -> knife
- Score: 0.30 (Innovation: 0.00, Propagation: 1.00)

-—- Test for Query: ’how to handle sharp things’ -> ’careful’ ---
Best Path Selected: sharp -> knife -> handling -> careful
- Score: 0.60 (Innovation: 0.67, Propagation: 0.67)

-—- Test for Query: ’how do i avoid getting wet’ —-> ’umbrella’ --—-
Best Path Selected: i -> umbrella
- Score: 0.30 (Innovation: 0.00, Propagation: 1.00)

-—- Test for Query: ’chef in the park’ -> ’bench’ ---
No paths found between candidates and goal.
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Figure 1. Result for Query: "what happens when it is sunny”. The model demonstrates multi-step causal

inference, leveraging both existing (gray) and intuitive (purple) knowledge links.
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Figure 2. Result for Query: "a chef is cooking”. The model performs a direct factual recall using an existing

knowledge link (G},).

4. Discussion

The results strongly support our hypothesis that artificial intuition can be modeled as an emergent
property of a path-assessment system that balances innovation and plausibility. This aligns with Minsky’s
concept of the ”Society of Mind,” where complex cognitive functions arise from the interaction of simpler

agents (101

Flexibility in Reasoning: The model demonstrated remarkable flexibility. For the query "what happens
when it is sunny” (Fig. 1), it correctly selected a long, creative path with a high Innovation Index. In
contrast, for "a chef is cooking” (Fig. 2), it correctly identified the short, factual path as the best solution, as

its perfect Propagation Index outweighed its zero innovation.

Abstract Inference: The model’s success on the query "how to handle sharp things” is particularly

significant. This abstract problem was solved by finding a multi-step path with a high Innovation Score,
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proving the system’s ability to reason beyond simple, concrete facts, a key element of commonsense
reasoning JE1Y

Robustness: The model’s handling of the nonsensical query “chef in the park” demonstrates its
robustness. By correctly finding no valid path, it avoided generating an illogical answer. This ability to

recognize when a query lacks a coherent causal path is a crucial aspect of sound reasoning 12,

5. Conclusion and Future Work

This paper presented AI? a neuro-symbolic model that successfully demonstrates emergent artificial
intuition. By representing knowledge in a semantic network and employing a novel path-scoring
mechanism based on the theoretical concepts of an Innovation Index and a Propagation Index, our model

exhibits flexible, context-aware, and human-like reasoning across a variety of query types.

The primary contribution of this work is a practical and validated framework for modeling intuition as an
emergent property. Future work will focus on introducing dynamic learning. We plan to implement a

reinforcement learning mechanism where the weights of successful intuitive paths are strengthened over

time, allowing the model to learn and adapt from experience 81 purthermore, we will explore the use of
Graph Neural Networks (GNNs) for link prediction, enabling the model to evolve its own knowledge graph

by discovering novel, machine-generated intuitive connections [141,
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